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Abstract-Eggplant (Solanoum Melongena L). is one of the 

commodities that have good prospects for development, besides 

that, eggplant is also rich in health benefits. The focus of this 

research is on the types of purple, green, round eggplant, and 

eggplant pokak because these four types have various benefits for 

body health and in general people think that every eggplant is the 

same, so classification is needed. to distinguish the types of 

eggplant and the nutrients contained in these vegetables. Besides 

that, many methods have been proposed to classify types of fruits 

and vegetables using digital images, but the results obtained are 

still below 84% accuracy, because previous studies only used one 

of the features of the HSV shape and color. In this research. 
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1. INTRODUCTION 

Olericultural farmers who grow eggplant are generally sold based 

on a rough estimate in determining the type of eggplant. The 

determination of the price is generally through bargaining 

between the buyer and seller, not based on the type of eggplant 

sold. The problem that usually occurs is when there is no tool to 

determine the type and nutrition of eggplant, making it difficult 

for buyers or sellers to give prices Solanoum Melongena. 

Research conducted by [2] using Hue Saturation Value 

(HSV) feature extraction and Local Binary Pattern (LBP) feature 

extraction got an accuracy of 65% for HSV feature extraction and 

605 for LBP feature extraction. Another study conducted by [3] 

in which the image is placed under a five Watt lamp with a white 

cloth satirical system is able to acquire image data very well and 

for the hue color value all images are successfully obtained. For 

the results of testing the Naïve Bayes algorithm itself, the 

accuracy is 72.727%. According to research [4] using the 

technique of extracting shapes, colors and textures and the 

Learning Vector Quantization (LVQ) algorithm was successful 

with a score of 82%. 

From several studies that have been mentioned using 

several feature extraction techniques and classification 

algorithms, in this study, feature extraction will be used The 

shape and color of HSV uses the Backpropagation Neural 

Network classification algorithm which is a variety of types of 

classification methods. This is done objectively by considering 

several relevant new studies. 

 

 

2. THEORETICAL BASIS 

A. HSV Color Features 

Each color is used as a parameter obtained from several RGB 

(red green blue) color components.[5] The three components 

that color has as its main characteristics are as follows [6] 

a. Hue serves to determine the color of red, green and so 

on. 

b. Saturation function to determine color depth 

c. Value is the brightness level of the color image 

RGB to HSV color switch can use formula 1, formula 2, 

formula 4, formula 5 and formula 6 [7] 

𝑟 =
𝑅

(𝑅+𝐺+𝐵)
, 𝑔 =

𝐺

(𝑅+𝐺+𝐵)
, 𝑟 =

𝐵

(𝑅+𝐺+𝐵)
  (1) 

𝑉 = max(𝑟, 𝑔, 𝑏)     (2) 

𝑆 = {
max(𝑟,𝑔,𝑏)−min(𝑟,𝑔,𝑏)

max(𝑟,𝑔,𝑏)
, 𝑉 > 0   (3) 

𝐻 = 60 ∗ (
(𝑔−𝑏)

max(𝑟,𝑔,𝑏)−min(𝑟,𝑔,𝑏)
, 𝑗𝑖𝑘𝑎 𝑉 = 𝑟   (4) 

𝐻 = 120 + 60 ∗ (
(𝑏−𝑟)

max(𝑟,𝑔,𝑏)−min(𝑟,𝑔,𝑏)
, 𝑗𝑖𝑘𝑎 𝑉 = 𝑔 (5) 

𝐻 = 240 + 60 ∗ (
(𝑟−𝑔)

max(𝑟,𝑔,𝑏)−min(𝑟,𝑔,𝑏)
, 𝑗𝑖𝑘𝑎 𝑉 = 𝑏 (6) 

𝐻 = H + 360, jika H < 0    (7) 

As for the HSV extraction features as follows [7] 

a. mean 
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To determine the mean value can be seen in the formula  

              µ = 
1

𝑀𝑁
∑ ∑ 𝐼𝑖𝑗

𝑁
𝑗=1 

𝑀
𝑖=1                                                      (8) 

b. Standard Deviation 

To determine the value of the Standard Deviation can be 

seen in the formula 6 

      δ  = √
1

𝑀𝑁
∑ ∑𝑁

𝑗=1  
𝑀
𝑖=1 

2
(𝐼𝑖𝑗 − 𝑀𝑒𝑎𝑛)2                       (9) 

c. Skewness 

To determine the value of the Standard Deviation can be 

seen in the formula 6 

Skewness = √
1

𝑀𝑁
∑ ∑𝑁

𝑗=1  
𝑀
𝑖=1 

3
(𝐼𝑖𝑗 − 𝑀𝑒𝑎𝑛)3               (10) 

B. Shape Features 

Some forms that can be used are the area of the object A, the 

perimeter of P, the compactness factor C and the roundness factor 

R. In using the shape image, the image is first converted into a 

binary image [4] 

a. Perimeter 

Perimeter is a calculation of the length of the 

boundary of the connected area. The adjacent pixels have 

two types, one of which is the adjacent pixels are in one 

parallel, namely the adjacent pixels are in the same column 

or the same row [5]. 

𝐿 =  ∑ √(𝑥(𝑖+1) − 𝑥𝑖)
2 + (𝑦(𝑖+1) − 𝑦𝑖)2𝑛

𝑖=0  (11) 

b. Large 

Area is the degree of similarity between the 

connected area and the minimum external rectangle. The 

computational area equation [6] is as follows; 

𝑅 =  
𝑆

𝑆𝑅
    (12) 

c. Wide 

Width is to describe the size of the connected region. 

Through image segmentation to get a binary value. Width is 

calculated using the following formula [7]. 

𝑆 =  ∑ 𝑓 (𝑥, 𝑦)(𝑥,𝑦)⋲Ω𝑖
   (13) 

d. Diameter Ratio 

Diameter is to get a measure of the ratio between the 

circumference denoted (P) and the diameter denoted by (D) 

is used for one of the features of the shape of the eggplant 

vegetable. 

𝑅𝐷 =  
𝑃

𝐷
    (14) 

e. Round 

Roundness is to describe the size of non-separated pixels. 

Through binary image to get roundness value. 

𝑅𝑜𝑢𝑛𝑑𝑛𝑒𝑠𝑠 =  
4𝜋𝐴

𝑃2                  (15) 

f. Slim 

Slenderness is a ratio comparison between the 

length of waste and vegetable bees[8] 

𝑅𝑎𝑚𝑝𝑖𝑛𝑔 =  
𝐿𝑝

𝑊𝑝
                             (16) 

 

C. Neural Network 

NN is a central processing unit designed to be distributed in 

parallel[8] 

 

 Figure 1 Communication between neurons 

D.  Backpropagation Neural Network 

The requirement for the activation function in BPNN is that 

it must have a continuous nature, have derivatives or 

differentiate very easily and not a descending function. 

Purelin, tongsis and logsis are mandatory requirements to 

fulfill the activation function [9]. 

The following is the BPNN algorithm [10] 

 

Process 

0 

 : Weight initialization 

Set maximum Epoh, Error Target, 

and Learning Rate 

Initialization Epoh = 0, MSE = 1. 

Process 

1 

 : Perform the following process as long 

as Epoh < Maximum Epoh and MSE 

> Epoh Target Error = Epoh + 1 

Process 

2 

 : Each Pair of elements to be trained, 

Do the next step 

 

First phase: forward phase (Feed Forward) 

Process 

3 

: Each input unit () receives a signal and 

the signal is forwarded to all layers above 

it.𝑥𝑖, 𝑖 = 1,2, … , 𝑛𝑥𝑖, 

Process 

4 

: Each unit in a hidden layer () adds up 

each weighted signal: Z_i =𝑥𝑗, 𝑗 =

1,2, … , 𝑝𝑛𝑖𝑏1𝑗 +  ∑ 𝑋𝑖𝑉𝑖𝑗
𝑛
1=1  

Use the activation function to calculate 

the output signal = f(Z_) and send the 

signal to all units in the upper layer 𝑍𝑗𝑖𝑛𝑗  

Process 

5 

: Each output unit adds up the weighted 

input signals: 



𝑌_𝑖𝑛𝑘 =  𝑏2𝑘 + ∑ 𝑍𝑖

𝑝

𝑖=1

𝑊𝑗𝑘 

Use the activation function to calculate 

the output signal and send the signal to all 

units in the upper layer 𝑌𝑘 = 𝑓 (𝑌_𝑖𝑛𝑘) 

The second phase: the backward phase (Back 

Propagation) 

Process 

6 

: Each input output unit is the sum of the 

units above it;𝑌𝑘  (𝑗 = 1,2, … , 𝑝 ) 

=() ()𝑡𝑘 −  𝑌𝑘𝑓′𝑌_𝑖𝑛𝑘 

φ2𝑗𝑘 = 𝜑𝑘𝑍𝑗 

β2𝑘 = 5𝑘 

The next step is to calculate the weight 

correction 

=𝑊𝑗𝑘𝑎𝜑2𝑗𝑘  

After completing the weight correction 

calculation, the next process is to 

calculate the bias value 

=𝑏2𝑘𝑎𝛽2𝑘 

Process 

7 

: Each hidden unit adds up its input delta 

from the different units in the layer above 

it; 𝑍𝑗  (𝑗 = 1,2, … , 𝑝 ) 

𝛿𝑖𝑛𝑗 = ∑ 𝛿2𝑘𝑊𝑘𝑗

𝑚

𝑘=1

 

Multiply this value by the derivative of 

the activation function to calculate the 

error information: 

𝛿1𝑗 = 𝛿_𝑖𝑛𝑗𝑓′(𝑍_𝑖𝑛𝑗) 

𝛿1𝑖𝑗 = 𝛿1𝑗𝑋𝑗 

𝛽1𝑗 = 𝛿1𝑗 

The next process calculates the weight 

value 

△ 𝑉𝑖𝑗 = 𝛼𝜑1𝑖𝑗  

The next step is to calculate  

△ 𝑏𝑖𝑗 = 𝛼𝛽1𝑖𝑗  

 

Process 

8 

: Each output unit corrects the bias and its 

weight (j = 0.1,2,..,p)𝑌𝑘  (𝑘 = 1,2, … , 𝑚 ) 

𝑊𝑗𝑘(𝑏𝑎𝑟𝑢) = 𝑊𝑗𝑘(𝐿𝑎𝑚𝑎) +△ 𝑊𝑗 

𝑏1𝑗(𝑏𝑎𝑟𝑢) = 𝑏1𝑗(𝐿𝑎𝑚𝑎) +△ 𝑏𝑗 

Each hidden unit fixes the bias and its 

weight (i = 0.1,2,…,n)𝑍𝑗  (𝑗 = 1,2, … , 𝑝 ) 

𝑉𝑖𝑗(𝑏𝑎𝑟𝑢) = 𝑗𝑖𝑗(𝐿𝑎𝑚𝑎) +△ 𝑉𝑖𝑗  

𝑏1𝑗(𝑏𝑎𝑟𝑢) = 𝑏1𝑗(𝐿𝑎𝑚𝑎) +△ 𝑏𝑗 

 

E.  Framework 

The background of this research is to classify the types of 

eggplant in Nganjuk, East Java, this research is the first on 

the classification of eggplant species in digital image 

processing. Here's a schematic framework. 

 
Figure 2 Research Framework 

 

3. RESEARCH METHODS 

In this study, digital images of eggplant were used by using 4 

types of eggplant varieties. The dataset is as follows. 

 

 
Picture 3 Pokak Eggplant 

 
Picture 4 Purple Eggplant 

 

 
Figure 5 Round Eggplant 

 

 
Figure 6 Green Eggplant 

 

Here is the proposed method 
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Figure 7 Proposed Method 

 

The feature extraction used is the shape features including 

perimeter, area, width, diameter, round, slender, while the 

color features taken include mean, skewness and standard 

deviation. 

 

4. RESULTS AND DISCUSSION 

A. Data Collecting 

The total data set used was 400 eggplant images 

consisting of four types, pokak eggplant = 100, purple 

eggplant = 100, round eggplant = 100, and green eggplant 

= 100. The digital image processing step is carried out in 

order to produce a value so that it can be processed with 

data mining .The first step is to separate the object from 

the background, like the image below 

 

 
Figure 8 Original Image 

 
Figure 9 Preprocessing 

Results 

The next stage after preprocessing the image then the 

image resulting from the background separation is 

processed and converted into a binary image, but before 

the binary image processing step it is necessary to 

process the gray image change. And the last process is to 

find the value of the HSV shape and color features. 

 

 
Figure 10 Image of gray 

 
Figure 11 Binary Image 

 

B. Test 

Attribute 9 is used which is divided into two features, 

namely HSV shape and color features, while the attribute 

features are mean, skewness, standard, perimeter, area, 

diameter, round, slim and wide. After all attribute values 

are obtained, the testing process is carried out using a 

rapid miner. The tests carried out determine the learning 

rate value with a range of 0.1 - 0.10 momentum 0.1 - 

0.10, validation number 1 - 10 and training cycles 200. 

The most optimal parameter value learning rate 0.1 

momentum 0.9 training cycles 200 validation number 7 

results obtained accuracy = 99.75%, recall = 99.75%+/-

0.75% and class precision = 99.77%+/-0.68%. 

 
Figure 12 Calculation Results 

 

5. CLOSING 

From the results of experiments that have been carried 

out, the use of HSV shape and color feature extraction 

and the BPNN method obtained results with a learning 

rate of 0.1 momentum 0.9 training cycles 200 validation 

number 7 results obtained accuracy = 99.75%, recall = 

99.75% +/-0.75% and class precision = 99.77%+/-0.68%. 

Suggestions for further research is to increase the number 

of data sets and or the number of attributes to make it 

more varied in the classification process. 
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