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Abstract

We present a computational framework for the seman-
tic interpretation of symmetry in naturalistic scenes. Key
features include a human-centred representation, and a
declarative, explainable interpretation model supporting
deep semantic question-answering founded on an in-
tegration of methods in knowledge representation and
computer vision. In the backdrop of the visual arts, we
showcase the framework’s capability to generate human-
centred, queryable, relational structures, also evaluating
the framework with an empirical study on the human per-
ception of visual symmetry. Our framework represents
and is driven by the application of foundational Vision
and KR methods in the psychological and social sciences.

1 INTRODUCTION
The high-level semantic interpretation of symmetry in natu-
ralistic visual stimuli by humans is a multi-layered perceptual
phenomena operating at several interconnected cognitive lev-
els. Key aspects include (S1–S4; Fig. 1):

(S1). Spatial Organisation. high-level conceptual categories
identifiable from geometric constructions by way of arbitrary
shapes, relative orientation and placement, size of geometric
entities, relative distance, depth etc; (S2). Visual Features.
low-level visual features and artefacts emanating directly
from color, texture, light & shadow etc; (S3). Semantic Lay-
ers. semantic-spatial layering and grouping based on natu-
ral scene characteristics involving, for instance, establishing
foreground-background, clustering based on conceptual sim-
ilarity, relative distance & perceived depth, and application
of commonsense knowledge possibly not directly available
in the stimulus; (S4). Individual Differences. grounding of
the visual features in the socio-cultural semiotic landscape of
the perceiver (i.e., contextual and individualised nuances in
perception and sensemaking).

The development of computational cognitive models fo-
cussing on a human-centred –semantic, explainable– inter-
pretation of visuo-spatial symmetry presents a formidable
research challenge demanding an interdisciplinary —mixed-
methods— approach at the interface of cognitive science, vi-
sion & AI, and visual perception focussed human-behavioural
research. Our research addresses this interdisciplinarity, with
an emphasis on developing integrated KR-and-vision founda-
tions for applications in psychological and social sciences.

Figure 1: Symmetry perception influenced by visual features, con-
ceptual categories, semantic layering, and nuances of individual dif-
ferences in perception. Examples include: “Delivery of the Keys”
(ca.1481) by Perugino, “The Last Supper” (1495-98) by Leonardo
Da Vinci, “View of the grand staircase at La Rinascente in Rome,
designed by Franco Albini and Franca Helg” (1962) by Giorgio
Casali, and “The Matrix” (1999) by The Wachowski Brothers.

Visual Symmetry: Reception – Interpretation – Synthesis
Our research addresses visuo-spatial symmetry in the con-
text of naturalistic stimuli in the domain of visual arts, e.g.,
film, paintings, and landscape and architectural photography.
With a principal focus on developing a human-centred com-
putational model of reflectional symmetry, our approach is
motivated and driven by three crucial and mutually syner-
gistic aspects, namely: reception, interpretation, and syn-
thesis (I–III): (I). Reception. a behavioural study of the
human perception (and explanation) of symmetry from the
viewpoint of visual attention, and spatio-linguistic and qual-
itative characterisation(s); (II). Interpretation. a computa-
tional model of deep semantic interpretation of visual sym-
metry with an emphasis on human-centred explainability and
visual sensemaking; (III). Synthesis. the ability to apply
human-centred explainable models as a basis to directly or
indirectly engineer visual media vis-a-via their (predictive)
receptive effects, i.e., guiding attention by influencing visual
fixation patterns (e.g., for marketing), minimising / maximis-
ing saccadic movements (e.g., in animation, gaming, built en-
vironment planning & design).

Mixed-Methods: Perception – Computer Vision – KR
The semantic interpretation of symmetry requires a mixed
empirical-analytical methodology consisting of (M1–M2):
(M1). Empirical / Human Behaviour Studies. This in-
volves qualitative studies involving subjective assessments,
as well as an evidence-based approach measuring human per-
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(C1). COMPOSITIONAL STRUCTURE. Symmetrical
structure is analysed based on the composition of the ele-
ments of the image, i.e. using the spatial configuration of
the extracted elements and the symmetry axis represented by
a vertical line in the centre of the image.

I Symmetrical Spatial Configuration Symmetrical compo-
sition in the case of reflectional symmetry consists of sym-
metrically arranged pairs of image elements, where one ele-
ment is on the left and one is on the right of the symmetry
axis, and single centred image elements, which are placed on
the symmetry axis. To model this, we represent the extracted
image elements as spatial entities, i.e. points, axis-aligned
rectangles, and line-segments and define constraints on the
spatial configuration of the image elements, using the follow-
ing spatial properties of the spatial entities:
– position: the centre-point of a rectangle or position of

a point in x; y coordinates;
– size: the width and height of a rectangle w; h;
– aspect ratio: the ratio r between width and height of a

rectangle, i.e., r = w
h ;

– distance: euclidian distance d between two points p
and q, i.e., d =

p
(xq � xp)2 + (yq � yp)2.

We use a set of spatial relations holding between the image
elements to express their spatial configuration; spatial rela-
tions (e.g., left, right, and on)2 holding between points and
lines describe the relative orientation of image elements with
respect to the symmetry axis. Towards this, we use the rel-
ative position (rel-pos) of an image element with respect to
the symmetry axis, which is defined as the distance to the
symmetry axis and the y coordinate of the element.
. Image Patches and Objects are represented by axis-
aligned rectangles, based on the spatial properties of the rect-
angles, reflectional symmetry is modelled using the following
two rules, defining the criteria for a symmetrical configura-
tion of a pair of rectangles, respectively a single rectangles.
In the case of a single rectangles e the centre of the rectangle
has to be on the symmetry axis.

symmetrical(e) �
orientation(on; position(e); symmetry-axis):

(1)

In the case of pairs of rectangles ei and ej these have to be
on opposite sites of the symmetry axis, and have same size
and aspect ratio, further the position of ei and ej has to be
reflected.

symmetrical(pi; pj) �
orientation(left; position(pi); symmetry-axis)^
orientation(right; position(pj); symmetry-axis)^
equal(aspect-ratio(pi); aspect-ratio(pj))^
equal(size(pi); size(pj)) ^ equal(rel-pos(pi); rel-pos(pj)):

(2)

The model of symmetry serves as a basis for analysing sym-
metrical structures and defines the attributes that make the
configuration symmetrical.

2The semantics of spatial relations is based on specialised polynomial en-
coding as suggested in [Bhatt et al., 2011] within constraint logic program-
ming (CLP) [Jaffar and Maher, 1994]; CLP is also the framework being used
to demonstrate Q/A later in this section.

Figure 4: Compositional symmetry: symmetric composition for
pairs of image patches, and centering of single image patches

. Human Body Pose is given by a set of joints j, repre-
sented as points, i.e. pose = fj0; :::; jng. The pose can be ei-
ther symmetrical within itself, or two people can be arranged
in a symmetrical way. Symmetrical body pose is analysed
by defining joint pairs JP = f(jk; jl); :::; (jm; jn)g, such as
(left shoulder; right shoulder), (left elbow; right elbow), etc.
and compare the relative position of these pairs with respect
to the centre of the person cp.

symmetrical(pose(p)) �
8(jk; jl) equal(rel-pos(jk; cp); rel-pos(jl; cp))

(3)

Accordingly, pose of two persons is analysed by defining
joint pairs associating each joint of one person to the corre-
sponding joint of the other person, e,g, the left hand of person
1 gets associated to the right hand of person 2.
I Divergence from Symmetrical Configuration To account
for configurations that are only symmetrical in some aspects,
as it typically occurs in naturalistic scenes, we calculate the
divergences of the configuration from the symmetry model.
For each element of the symmetry structure we calculate the
divergence from the defined symmetry model, i.e., we focus
on divergence with respect to position, size, aspect ration, and
pose (involving configuration of body parts and joints). We
use thresholds on the average of these values to identify hy-
potheses on (a)symmetrical structures.
(C2). SIMILARITY MEASURES. Visual Symmetry is
also based on similarity of image features; we assess similar-
ity of image patches using AlexNets [Krizhevsky et al., 2012]
pre-trained on the ImageNet Dataset [Deng et al., 2009], i.e.,
we use the extracted features to evaluate perceptual similarity
and use ImageNet classifications to evaluate semantic simi-
larity of image patches.
I Perceptual Similarity Visual Symmetry is based in per-
ceptual similarity of image features, this denotes the similar-
ity in visual appearance of the image patches. To analyse
the perceptual similarity of image patches we use the feature
vectors obtained from the AlexNets and use cosine similarity
to evaluate the similarity of the feature vectors of two image
patches. For the case of reflectional symmetry we compare
the image patches of all potential symmetry pairs by com-
paring the features of one image patch to the features of the
mirrored second image patch.
I Semantic Similarity On the semantical level, we clas-
sify the image patches and compare their content for seman-
tic similarities, i.e. we compare conceptual similarity of the
predicted categories. Towards this we use the weighted Im-
ageNet classifications for each image patch with WordNet
[Miller, 1995], which is used as an underlying structure in Im-








