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Abstract—Recently, Generative Adversarial Networks are
popularly used in face generation and get the state-of-art result.
However, it’s hard to swap the local area of face while many of
previous work has focused on either generating face from a noise
vector which belongs to some kind of data distribution or swaps
the whole face. In this paper, we proposed a Cycle-Consistent
Region Exchange Generative Adversarial Network(CREGAN)
for facial local area exchange in the wild facial database. The
Cycle-Consistent guaranteed that the exchanged area keeps
the another facial feature and a novel approach to achieve
face local region exchange and other region remain unchanged.
At the same time, the characteristics of generative adversarial
network can make ensure the quality of the generated images.
And, it will shows that the generated images can reach photo-
realistic results by CREGAN.

Index Terms—Generative Adversarial Network, Cycle-
Consistent, Wild Facial Database

I. Introduction

Fig. 1: Local region exchange instance by the CREGAN.

Many models based on Generative Adversarial Net-
works(GANs) [1] have been proposed for face generation
by scholars and research enthusiasts, such as [2]–[6], and
have obtained the remarkable results. EBGAN [2] and
BEGAN [3] have been proposed to generate a face image

from a random noise vector which belongs to a certain
distribution. However, it is uncontrollable that the content
generated by this way, that is, although a face can be
generated, it’s hard to control whether it is a man or
a woman. There is another way to locally generate a
face by image completion [4], [5], which has been used
for image repair. And it still can’t control the changed
area with specific features. Of course, there are also some
content-based GAN models, such as Conditional GAN
[7] and InfoGAN [8], which used the attribute tags to
guide the generator to generate face images with specific
content from a noise vector. But these tasks are difficult
to generate local regions with specific tags. There is also
same for the whole face exchanges [6] to only exchange
local part of a face.
We proposed the CREGAN which was inspired by

image-to-image translation [9], [10], the whole face swap
[6], and image completion [4], [5], [11] to achieve two main
goals. One is that it can use the local area of the first face
to replace the relative area of the second face between two
face images, thus forming a new face image, and vice versa.
Another is to make sure the area where the replaced area
retains the feature of another image, while the area non-
replaced remains unchanged. The Figure 1 shows what
have done.
In view of the above two goals, there are mainly two

difficulties, which will further discuss in Section III. The
first difficulty is how to ensure that the replaced area
and the non-replaced area to retain the original features.
And another is how to ensure that the replaced area is
combined with the non-replaced area to form a photo-
realistic face image.
In ordered to solved the problems above, we designed

the CREGAN base the Generative Adversarial Networks
[1] which has achieved remarkable results in the field of
image generation. But using DCGAN [12] to train our
work, it’s hard to generate photo-realistic image, especially
in the boundary of two area fusion. Inspired by [4], [5],
the CREGAN adapted a global and local discriminator
module to generate photo-realistic result can work with
local area of any size.
Finally, the CREGAN has been used to exchange the



local regions in different faces. In this paper, the eye and
mouth regions have been selected to exchange to verify the
effect of the CREGAN, because of their rich characteristics
of a face.

Overall, our contributions are as follows:
A Cycle-Consistent loss has been designed for Generator

to generate image, which guarantees replaced region with
another image features and non-replaced region remain
unchanged in CREGAN.

A Global and Local Discriminator has been proposed
for CREGAN to identify the true and false samples by
global and local input image.

Finally, the CREGAN has been used for face local part
exchange and get photo-realistic results.

II. Related Work

GANs[3] quote the idea of minimax game, leading to a
Generator and a Discriminator. The goal of the Generator
is to generate images to confuse the Discriminator by
learning real data distribution. At the same time, the
purpose of the Discriminator is to determine whether
an image is generated or real. GANs have been widely
used in the field of image generation to, such as face
generation [2], [3], [13]–[15], image-to-image translation
[9], [10], image completion [4], [5], [11], etc. BEGAN [3],
was proposed to generate facial image from a random
noise vector which belonged to a kind of distribution.
Cycle-GAN [9] made use of a Cycle-Consistent loss to
realize style transition between two kinds of different style
pictures, such as zebras trans to hoses or horse trans to
zebras. But it’s can only deal with two kinds of different
categories of image transformation. Then, StarGAN [10]
was proposed to achieve multi-domain image-to-image
translation, which adopted the idea of Cycle-Consistent in
[9]. In this paper, inspired by [9], [10], a Cycle-Consistent
loss has been presented for face part exchange which
ensures that the replace area and non-replaced area remain
features consistent.

Global and Local Discriminator has been mainly used in
image completion [4], [5] to jointly judge the authenticity
of the images from global area and local area. However,
when processing the local area, they all need to pick it
out, and resize it to a fixed size for Discriminator. In
dealing local area with larger length-width ratio or local
area size is too big or too small, it’s easy to lost some
details characteristics. Thus we put forward a Global and
Local Discriminator can work with local area of any size.

However, when training GAN, there is a problem about
the stability and convergence of the model are difficult
to be guaranteed. Much work has been done to solve this
problem [12], [16]–[18]. Where, Wasserstein GAN(WGAN)
[17] analyzed the problem in general theory ,and gave the
improvement skills through formula reasoning. WGAN-
GP [16] is an improvement for WGAN which accelerated
the convergence speed of the model by introducing gradi-

ent penalty instead of Lipschitz constraint. In this paper,
we also used the WGAN-GP to train the CREGAN.

III. Proposed method

Fig. 2: Generator Network.

In order to describe the CREGAN in detail, the symbol
representations are defined as follows. Training image
set: X=[X1, X2, ..., Xi, ..., XN ], Xi ∈ RH∗W , where N is
the number of training set, H and W is the hight and
width of one image. Exchange area mask: EM=[EM1,
EM2,...,EMi,...,EMN ], EMi ∈ RH∗W , where the value
of exchange area is zero, other value is one and it should
be noted that the EMi is square area while top-left point
is (a1, b1) and bottom-right point is (a2, b2). The mapping
of Generator is denoted as G(·) and the Discriminator is
D(·)

A. Generator
The purpose of the generator is to exchange the cor-

responding area between two face images with the area
exchanged in the generated image retains other’s feature,
while the area not exchanged in the generated image keeps
the features of their own. Therefore, it can make up the
original image by transplanting the replaced area of the
generated image to the first image, or vice versa.
The Generator network structure is shown in Figure 2.

In Figure 2, given two input A, B, the Generator takes
the images after their eye area is exchanged as input and
generates fake images A′ and B′ which are distinguished
by Discriminator. Then exchanging the swap area between
fake images, and input the result to the Reconstruct to
generate the A and B. The parameters of Generator and
the Reconstruct are shared.
Selecting any two face image (Xi, Xj) front the training

set, and the exchanged area mask is (EMi, EMj). It is
important to note that (EMi, EMj) represent the same
replacement area, such as the mouth or eyes. For the sake
of simplicity, combining (EMi, EMj) in one EMij by max
operation.
Then get the input X ′

i and X ′
j of G(·) as follows:

X ′
i = Xi ∗ EMij +Xj ∗ (1− EMij)

X ′
j = Xi ∗ (1− EMij) +Xj ∗ EMij

(1)



where * is corresponding element multiplication. Denote
X ′ as the input of the G(·).

So, the input of Reconstruct operation can be repre-
sented as:

Xi = G(X ′
i) ∗ EMij +G(X ′

j) ∗ (1− EMij)

Xj = G(X ′
i) ∗ (1− EMij) +G(X ′

j) ∗ EMij

(2)

Therefore, a Cycle-Consistent loss has been proposed to
ensure the goal of the exchanged area retains the features
of the another image and the other area remain unchanged.
The loss as follows:

Lrec = ||G(Xi)−Xi||1 + ∥|G(Xj)−Xj ||1 (3)

where the L1 norm [19] has been adopted as the recon-
struct loss.

It used the dilated convolutional layers [20] to increase
the receptive field of the convolution operation to make the
replaced region refer to a broader regional characteristics,
mainly color features in the generator network.

The specific architecture of the network is shown in
Table I, which Conv is the standard convolution operation
and Dila-Conv is the dilated convolution operation. Each
Operation is followed by a instance normalization [21] and
Leaky ReLU [22] except the last Conv which is followed
by Tanh activation.

TABLE I: Gnerator network architecture

Operation Kernel Dilation Stride Output
Conv 7*7 1 1*1 64
Conv 4*4 1 2*2 128
Conv 4*4 1 2*2 256
Conv 3*3 1 1*1 256

Dila-Conv 3*3 2 1*1 256
Dila-Conv 3*3 4 1*1 256
Dila-Conv 3*3 8 1*1 256
Dila-Conv 3*3 16 1*1 256

Conv 3*3 1 1*1 256
Conv 3*3 1 1*1 256

De-Conv 3*3 1 2*2 128
De-Conv 4*4 1 2*2 64
Conv 4*4 1 1*1 3

B. Discriminator

Fig. 3: Discriminator network.

The main purpose of the Discriminator is to determine
whether an image is generated or real. As demonstrated
in Figure 3, a Global and Local Discriminator has been
proposed to judge the authenticity of images by combing
the global and local features. Unlike [4], it do not need to
pick local area out, and interpolate it to a fixed size for
Discriminator. Here a distance loss function has been used
to generate a local mask to process the image as input to
the D(·).
Given the the input Xi of D(·) and the exchanged area

mask EMi, it can get exchanged area top-left points(a1,
b1) and bottom-right area points(a2, b2). Local Mask: LMi

as follows:

LMi[m,n] =

{
1, if : a1 ≤ m ≤ a2, b1 ≤ n ≤ bx

γkd, else.
(4)

where d = min(m−a1, a2−m,n−b1, b2−n), k is a distance
attenuation factor, γ is a base of exponential function.
Thus, there are two input for D(·), the global image

and the global image with local mask. The parameter of
D(·) is shown in Table II. Each operation is followed
by a instance normalization and Leaky ReLU except the
Concatenate Layer without any activation.

TABLE II: Discriminator
(a) Global Discriminator

Operation Kernel Stride Output
Conv 4*4 2*2 64
Conv 4*4 2*2 128
Conv 4*4 2*2 256
Conv 4*4 2*2 512
Conv 4*4 2*2 1024
Conv 4*4 2*2 1024

(b) local Discriminator

Operation Kernel Stride Output
Conv 4*4 2*2 64
Conv 4*4 2*2 128
Conv 4*4 2*2 256
Conv 4*4 2*2 512
Conv 4*4 2*2 1024
Conv 4*4 2*2 1024

(c) Concatenate Layer

Operation Kernel Stride Output
Concat - - 2048
Conv 3*3 1*1 1

Finally, the objective functions of the CREGAN can be
written as:

LD = E[D(X,LM)]− E[D(G(X ′), LM)]

+ λgpE[(||∆;D(X,LM)||2 − 1)2]
(5)

LG = E[D(G(X ′), LM)] (6)

where λgp is gradient penalty factor.



IV. Experiments

This section will introduce the facial databases, the
training process of the CREGAN in detail, and some
settings of hyper-parameter.

A. Database
RAF Database [23], is a large-scale facial expression

database with about 15K great-diverse facial images which
train set is 12K and test set is 3K in 7 classes of basic
emotion such as anger, disgust, fear, happiness, neutral,
sadness, surprise.

Affect Database [24], is a wild data sets on facial
expressions, valence, and arousal.This data sets contains
about 410 k manually tag images and about 550 k
automatic marking image by ResNext Neural Network
training on manually tag data model to tag.

B. GAN training
Before training, we should to define the value of some

hyper-parameters, γ=0.9 , k=1 in Eq. (4). The optimizer
algorithm used if the Adam [25] optimizer with β1=0.5,
β2=0.9, and learning rate is 0.001 which is reduced by base
0.9 every 100 iterations. The training process is Algorithm
1, which the mini-batch size is 16, Ttrain is 1000, trainG

is 3.

V. Conclusion

The CREGAN has been proposed in this paper, a novel
approach to achieve facial local area exchange. In order
to achieve the above objectives, a Cycle-Consistent loss
has been presented to guarantee the exchanged region
with another image features and the other area remain
unchanged. In the meanwhile, in order to ensure that
the resolution of the exchanged image can reach photo-
realistic, the idea of GANs have been adopted. A Global
Local Discriminator has been proposed to learn how to
fuse the features like the borders and colors between
exchanged area and the other area. Finally, the CREGAN
has been used for face local part exchange and get photo-
realistic results.
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Algorithm 1 CREGAN training procedure
1: while iterations t < TTrain do
2: # Exchange mouth area
3: Sample a mini-batch of images X1 and EM1(mouth

exchanged mask). Thereby get LM1(the local mask
of D(.) in Eq. (4));

4: And Random X1 permutation get X2 , EM2 , and
LM2;

5: For mouth, it can get X ′
1 and X ′

2 by Eq. (1) for
G(.), and the real input [X1/LM1, X2/LM2], the
fake input [G(X ′

1)/LM1, G(X ′
2)/LM2] for D(.). So

the eye is same.
6: Update D(.) by LD by Eq. (5);
7: if t% trainG ==0 then
8: Update G(.) by LG by Eq. (6);
9: end if
10: # Exchanged eye area
11: Repeat 3-9 while EM1 is eye exchanged mask;
12: end while
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