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Abstract. The human body can be represented as an articulation of
rigid and hinged joints which can be combined to form the parts of
the body. Human actions can be thought of as a collective action of
these parts. Hence, learning an effective spatio-temporal representation
of the collective motion of these parts is key to action recognition. In this
work, we propose an end-to-end pipeline for the task of human action
recognition on video sequences using 2D joint trajectories estimated from
a pose estimation framework. We use a Hierarchical Bidirectional Long
Short Term Memory Network (HBLSTM) to model the spatio-temporal
dependencies of the motion by fusing the pose based joint trajectories
in a part based hierarchical fashion. To denote the effectiveness of our
proposed approach, we compare its performance with six comparative
architectures based on our model and also with several other methods
on the widely used KTH and Weizmann action recognition datasets.

Keywords: Action Recognition · Hierarchical Bidirectional Long Short
Term Memory Network · Part Based Fusion

1 Introduction

Human action recognition is a prominent field of research in computer vision
with its wide applications in the areas of robotics, video search and retrieval,
intelligent surveillance systems, automated driving, human computer interaction
etc. Despite the extensive research on action recognition in the vision community,
the problem still poses a significant challenge due to large variations and com-
plexities, e.g., occlusion, appearance, low frame-rate, camera angle and motion,
illumination, cluttered background, intra-class variations, and so on.

Traditionally, the spatio-temporal structure has been modeled using hand-
crafted features and actions recognized using well defined discriminative net-
works. These methods usually start by detecting the spatio-temporal interest
points [1] and then using local representations to describe these points. In [2], His-
togram of Oriented Gradients (HOG)[3] and Histogram of Optical Flow (HOF)[4]
were extracted at each spatio-temporal interest point and then features were
encoded with Bag of Features (BoF). [5] proposed a method to extract dense
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trajectories by sampling and tracking dense points from each frame in mul-
tiple scales. They also extracted HOG, HOF and Motion Boundary Histogram
(MBH) at each point whose combination further boosted the performance. In [6],
dense trajectories were employed in a joint learning framework to simultaneously
identify the spatial and temporal extents of the actions of interest in training
videos. A combination of handcrafted and deeply learnt features was proposed
in Trajectory-Pooled Deep-Convolutional Descriptors (TDD) [7] which proved
to be successful. Deep Trajectory Descriptor (DTD) [8] for action recognition
extracts dense trajectories from multiple consecutive frames and then projects
them onto a two-dimensional plane to characterize the relative motion in frames.
Despite encouraging results for action recognition on several datasets, these ap-
proaches suffer from variations of view point and scale, subject and appearance.
Statistical and handcrafted features work well on recognizing simple actions but
not complex actions involving multiple simultaneous sub-actions. Moreover, they
are designed to be optimal for a specific task.

Recent advances in human pose estimation using deep learning [9–14] and
the availability of depth sensors [15–18] have led to accurate representations of
high level features. Studies show that high-level features extracted using current
pose estimation algorithms already outperform state of the art low level repre-
sentations based on hand crafted features implicating their potential in action
recognition. In this work, we use a pose estimation framework based on Con-
volutional Neural Networks (CNN) in tandem with a robust object detection
framework to deal with variations in scale and viewpoint to obtain a 2D repre-
sentation of joint locations. The object detection algorithm filters frames that
do not contain the object of interest and are therefore non-discriminative for the
task of action recognition.

Human body can be articulated as a system of rigid and hinged joints [19].
These joints can be combined to form the limbs and the trunk. Human actions
can be thought of as a collective action of these limbs and the trunk. Human
action recognition is considered a time series problem where the characteris-
tics of the body posture and its dynamics are extracted over time to represent
the action [20–22]. [23] proposed a hierarchical approach on a trajectory of 2D
skeleton joint coordinates. In this work, we propose a part based hierarchical
action recognition pipeline on raw video sequences. We use a pose estimation
framework to estimate a trajectory of 2D joint coordinates. These are combined
in a part based hierarchical fashion using Hierarchical Bidirectional Long Short
Term Memory (HBLSTM) networks to encode the spatio-temporal dependencies
in the video sequence. The encoded representation is then fed to a discriminative
network to classify the action.

The major contributions of this work are two-fold,

1. Designing a pipeline for pose based action recognition using a part-based
hierarchical approach on raw video sequences. We handle the common is-
sues of occlusion, camera zoom-motion-angle variations and eliminate non-
discriminative frames while learning robust joint coordinates.
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2. To validate the effectiveness of the proposed approach, we compare its per-
formance with six other comparative architectures based on our model.

The rest of the paper is organized as follows, Section 2 defines our proposed
pipeline and explains each component in detail. Section 3 talks about the exper-
imental details and the evaluation results. Section 4 presents the conclusion and
future work.

2 Proposed Approach

Bounding Box
Detection using

YOLOv3

Pose Estimation using
Convolutional Pose Machines

(CPM)

Action 
Classification 

using HBLSTM
Video 

Sequence

Fig. 1. Proposed pipeline

Fig. 1 depicts the proposed pipeline which consists of three modules that are
connected sequentially:

1. Bounding Box Detection using YOLOv3 [24]
2. Pose Estimation using CPMs [12]
3. Action Classification using HBLSTM (Section 2.3)

A video sequence can be denoted as

F = [f1, ..., fT ], ft ∈ R160×120×1, (1)

where each frame ft represents a single channel image. The proposed pipeline
works in a supervised fashion. Frames of fixed dimension ∈ R160×120 (for Weiz-
mann, dimension ∈ R180×144) are extracted from the input video sequence. An
object detection algorithm is used to obtain an initial estimate of human’s pres-
ence in the image. The purpose of the object detection module is two folds,

1. Generate accurate pose coordinates when dealing with changing camera
zoom-motion-angles.

2. Select frames containing the human action and discard the remaining frames
as they are non-discriminative for the task of action recognition.

We use a pose estimation framework based on CNNs to generate an estimate
of human joints in the extracted bounding boxes. 2D coordinates of 14 joint
locations (head, neck, wrist, elbow, shoulder, hip, knee, and ankle) are extracted
for every frame representing the joint trajectories for the entire video sequence.
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Fig. 2. Part representations of the joint coordinates.

The proposed model is based on HBLSTMs that takes 2D joint trajectories
as input. HBLSTMs can learn across multiple levels of temporal hierarchy. As
shown in Fig. 5., the first recurrent layer encodes the representation of 5 body
parts, namely, Right Hand (RH), Left Hand (LH), Right Leg (RL), Left Leg (LL)
and Trunk (T) (Fig. 2). The next set of layers encodes the part representations
into Upper Right (RHT), Upper Left (LHT), Lower Right (RLT), and Lower
Left (LLT) vectors by fusing the encoded representation of T with RH, LH, RL,
and LL respectively. The subsequent layers generate the encoded representation
of Upper (U) and Lower (L) bodies followed by the encoded representation of
the entire body. Finally, a dense layer followed by a softmax layer is added to
classify the action.

In the subsequent sections, we describe each of the modules in detail.

2.1 Bounding Box Detection

We use an object detection algorithm to obtain an initial estimate of human’s
presence in the image. YOLOv3 [24] is an efficient object detection algorithm
pretrained on the ImageNet [25] and MSCOCO [26] datasets. It uses 53 successive
3× 3 and 1× 1 convolutional layers. The input to the bounding box algorithm
is the grey scaled image frames of fixed dimension ∈ R160×120 (for Weizmann,

Fig. 3. The result of bounding box. (a) Shows the result on two frames with varying
camera zoom. (b) Shows the result on the frame with missing person.



Action Recognition using Part Based Hierarchical Fusion 5

dimension ∈ R180×144) extracted from the video sequences in the KTH and
Weizmann action recognition datasets. The network predicts 4 coordinates for
each bounding box tx, ty, tw and th. We have modified the code to produce
bounding boxes only for those frames that have been labeled as a person and
the remaining frames are discarded. Fig. 3 shows a typical output of the YOLOv3
algorithm. The reason behind using bounding box detection is two-fold,

1. It filters out all frames that do not contain human action and is non-
discriminative for the task of action recognition.

2. It deals with camera zoom-motion-angle and generates accurate pose esti-
mates.

2.2 Pose Estimation

Convolutional Pose Machines (CPMs) [12] were introduced for the task of ar-
ticulated pose estimation. CPMs consist of a sequence of convolutional neural
networks that repeatedly produce 2D belief maps for the location of each part.
At each stage in a CPM, image features and belief maps produced in the pre-
vious stage are used as inputs producing increasingly refined locations of each
part (Eq. 2). CPMs are based on pose inference machines [27] with the key dif-
ference being that prediction and image feature computation modules of a pose
machine are replaced by deep convolutional architecture allowing for both image
and contextual representations to be learned directly from the data.

gt(x
′
z, ψt(z, bt−1))→ {bpt (Yp = z)}p∈{0...P+1} (2)

Fig. 4. Extracted Pose Coordinates using Convolutional Pose Machines

We operate CPMs directly on the bounding boxes generated from the pre-
vious stage to produce 2D joint coordinates. CPMs consist of five convolutional
layers followed by two 1 × 1 convolutional layers and the input images being
cropped to dimension 368 × 368. The bounding boxes extracted have a maxi-
mum dimension of 160×120 pixels for KTH and 180×144 pixels for Weizmann.
Thus, the bounding boxes are first scaled while maintaining the aspect ratio
and grey padded on either side to obtain the required dimension of 368 × 368.
Fig. 4 shows a typical output generated by CPM on a single frame. A 14 × 2
representation is obtained for every frame which denotes the x, y coordinates of
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the 14 joints in the frame. The coordinates of the frames are aggregated over
the entire video sequence to obtain a joint trajectory of dimension RT×28×1, T
denoting the number of frames in the input video sequence.

2.3 Hierarchical Bidirectional Long Short Term Memory

We denote a video sequence as X = [x1, ..., xT ], with each frame xt denoting the
2D coordinates of 14 joints. We work in a supervised classification setting with
a training set,

χ = {(Xi, yi)}Ni=1 ∈ RT×28×1 × {1, ..., C} (3)

where Xi is a training video sequence and yi is its class label (from one of the
C possible classes).
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Fig. 5. Proposed Part Based Hierarchical Architecture. EL and FL denote Encoding
Layer and Fusion Layer respectively.

Human body can be decomposed into five parts - two arms, two legs and
a trunk (Fig. 2) and the global action can be modeled as the collective motion
of these five parts. Benefitting from the LSTM’s ability to model contextual
dependencies from temporal sequences, we propose a Hierarchical Bidirectional
LSTM (HBLSTM) for the task of pose based action recognition (Fig. 5). For the
ith encoding layer, given the inputs Iti,j as trajectories of part j at ith layer for
time t, the corresponding encoded representation is expressed as

hti,j =
−→
hti,j ⊕

←−
hti,j (4)

where
−→
hti,j and

←−
hti,j are the forward and backward layers passes respectively with

tanh activations [28].
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For the fusion layer at time t, the newly fused pth representation as the input
for the (i+ 1)th encoding layer is:

Iti+1,p = hti,j ⊕ hti,k (5)

where hti,j is the concatenated hidden representation of the jth part in ith en-

coding layer and hti,k is for the kth part in ith layer.

The encoded representation of the entire body is given by the T th unit of the
last (4th) encoding layer, hT4,body, which is given as input to the dense layer. The
output of the dense layer is expressed as:

O = vht
4,body

· hT4,body + bht
4,body

(6)

O is given as input to the softmax layer. A softmax activation is applied to get
the class probabilities as,

p(ck) =
eOk∑C
j=1 e

Oj

(7)

where C is the number of classes.

3 Experimental Details

3.1 Experimental dataset

As the proposed method aims to classify human actions in a video, we train the
model on two of the most commonly used human actions dataset - KTH [29]
and Weizmann [30] and evaluate its performance using the commonly used leave-
one-out cross validation scheme based on the subjects. The data is prepared by
sampling 25 consecutive frames of 2D joint coordinates estimated from Section
2.2 denoting a single human action ∈ R25×28.

KTH dataset The KTH dataset contains six types of human actions: walking,
jogging, running, boxing, hand-waving and hand-clapping performed by 25 sub-
jects in four different scenarios: indoors, outdoors, outdoors with variations in
scale, and outdoors with changes in clothing. The videos are on an average four
seconds in duration with a static frame rate of 25fps. Additionally, every se-
quence has an action that is performed 3 or 4 times, with a total of 2391 shorter
subsequences. The sequences are taken over homogenous backgrounds and are
sampled at a spatial resolution of 160× 120 pixels.

Weizmann dataset The Weizmann dataset provided by [30] consists of 10 ac-
tions: bending, jumping, jumping jack, jumping in place, running, galloping side-
ways, skipping, walking, one-hand-waving and two-hands-waving. The dataset
consists of 90 low resolution videos performed by 9 different subjects with a
static frame rate of 25fps and are sampled at a spatial resolution of 180 × 144
pixels.
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3.2 Class imbalance

We observed that for some of the video sequences belonging to the action recog-
nition classes in the KTH dataset, the subject acting appears for a short duration
of time in the video and thus the video is largely composed of frames that are
non-discriminative for the given task. The number of frames in the KTH dataset
per class for all video sequences is shown in Table 1. After preprocessing the
frames using the object detection approach mentioned in Section 2.1, the num-
ber of bounding box frames for the classes jogging, running, and walking reduce
drastically as the frames that don’t contain the human as the object of interest
are discarded. We notice that the number of frames for the remaining classes
largely remains the same as can be seen from Table 1. We augment the dataset
by adding a moving window of size 10 to handle the class imbalance problem.
Table. 1 shows the number of sequences before and after data augmentation for
each class.

Table 1. Class imbalance on the six action classes in the KTH dataset. no-objdm and
w-objdm denote the number of frames before and after processing by object detection
module. no-daug and w-daug denote the number of sequences before and after data
augmentation.

Frames Sequences

Classes no-objdm w-objdm no-daug w-daug

boxing 45187 45074 1848 4401

hand-clapping 42667 42448 1744 4141

hand-waving 53678 53291 2187 5220

jogging 43884 18812 800 1779

running 38505 13001 563 1198

walking 65795 32774 1343 3122

3.3 Origin shift of pose coordinates

The 2D pose coordinates estimated by the CPMs are anchored w.r.t. the top
left position in the rectangular bounding box. Given that human actions are
independent of their absolute spatial positions, we shift the pose coordinates
with respect to the new origin at the center of the body. The new origin (O) is
computed as the centroid of the pose coordinates belonging to head (Phead), left
hip (Plhip) and right hip (Prhip) and is denoted as:

O =
(Phead + Plhip + Prhip)

3
(8)

The joint coordinates are shifted w.r.t the new origin as:

P ′N,x, P
′
N,y = (PN,x, PN,y)− (Ox, Oy) (9)
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where P ′ and P denote the new and old pose coordinates respectively. Shift-
ing the origin improved our action recognition rates by an average of ∼ 5%.

3.4 Experimental Results

Comparative Architectures To denote the effectiveness of our proposed ar-
chitecture, we compare its performance with six other architectures based on
deep RNN. Our first architecture is a Deep Bidirectional RNN (DBRNN) which
is one of the most commonly used models in sequence classification problems. To
denote the importance of LSTM units in modeling long term contextual depen-
dencies and the role of backward connections in modeling the future context, we
compare a Deep Unidirectional LSTM (DULSTM) and a Deep Bidirectional
LSTM (DBLSTM). These architectures operate directly on the trajectories of
2D pose coordinates.

To denote the importance of hierarchical connections, we compare a Point
based Hierarchical BLSTM model (PointHBLSTM) that first obtains an en-
coded representation of all the frames in a sequence and then encodes them
temporally to obtain a representation of the entire sequence.

Table 2. Average recognition rates with different experiments on the augmented
dataset from Section 3.2 using the leave-one-out cross validation scheme.

Methods KTH Weizman

DBRNN 82.4% 81.2%

DULSTM 89.8% 91.7%

DBLSTM 92.7% 94.8%

PointHBLSTM 94.1% 96.6%

PartHBLSTM1 98.9% 99.9%

PartHBLSTM2 98.4% 99.7%

Proposed Approach 99.3% 100%

To denote the effectiveness of part based hierarchical fusion, we build three
similar part based models with different part based fusion. In the first part based
model (PartHBLSTM1), the encoded representation of upper body is obtained
from the encoded representation of right hand, trunk and left hand and the lower
body from encoded representation of left and right leg. The encoded representa-
tion of upper and lower bodies are then combined to get an encoded representa-
tion of the whole body. In the second part based model (PartHBLSTM2), the
encoded representation of left and right bodies are combined to obtain an en-
coded representation of the whole. Finally, we achieve the best evaluation result
on the proposed approach shown in Fig. 5.

The number of learnable layers in all the experiments has been kept the same
with small modifications to parameters to ensure best average performance.
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Table 3. Recognition rates against different approaches on the KTH dataset.

Existing Methods KTH Weizman

Schuldt et al. [29] 71.72% -

Fathi et al. [32] 90.5% 99.9%

Baccouche et al. [33] 94.39% 94.58%

Gorelick et al. [34] - 97.83%

Gilbert et al. [35] 96.7% -

Mona et al. [36] 97.89% -

Proposed Approach 99.3% 100%

Evaluation on KTH and Wiezman Similar to many evaluation approaches
on the KTH [29] and Weizmann [30] dataset, we carried out our experiments
using the leave-one-out cross validation strategy [31] (i.e. all subjects except one
were used for training and the learned model was evaluated on the remaining one)
on the datasets described in Section 3.1. Average accuracy on the comparative
architectures are reported in Table 2 and the average accuracy on the proposed
model along with the existing approaches are reported in Table 3.

We achieve full separation between different actions and that a slight mis-
classification occurs between similar actions (i.e. between “hand-clapping” and
“hand-waving” and between “running” and “jogging”) in the KTH dataset. The
classification accuracy is averaged over all selections of test data to achieve a
recognition rate of 99.3% and 100% on the KTH and Weizmann dataset re-
spectively using the proposed approach. We show that our proposed approach
outperforms the state of the art on both KTH and Weizmann dataset for the
task of action recognition.

4 Conclusion and Future Work

In this work, we present a pipeline for the task of human action recognition in
videos. Using an object detection approach, we first estimate the presence of hu-
man and discard remaining frames as they are non-discriminative for the task of
action recognition. We use a pose estimation framework to generate the trajec-
tory of joint coordinates and combine them in a part-based hierarchical fashion
to obtain a global representation of the entire video sequence. We showed that
adding part based hierarchical fusion helps us achieve better results over other
comparative architectures. Experimental evaluation on the KTH and Weizmann
action recognition dataset show that our proposed approach outperforms the
existing state of the art approaches on these datasets.

Future work includes applying the proposed system on more complex and
larger datasets, such as UCF101 [37] and HMDB51 [38]. We are also exploring the
use of appearance features in distinguishing between actions with similar motion
but distinguishable appearance which is a limitation of the current approach.
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