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ABSTRACT 

 

Adoption of machine learning and data mining in health care is to minimize errors in predicting 

disease, prescription of medicines, perception of individuals, and detection of diseases in its early 

stage. The proposed research aims to develop an intelligent decision making model that shall aid in 

revising medical pedagogies and remedial instructions and precaution and guidelines for human 

beings identified with low immunity and weak body strength, well before they face major clinical 

problem. This model shall also recognize the behaviour of patient and on the basis of their 

behavioural symptom we can predict who is most vulnerable to disease or at low risk. We will also 

try to find out post COVID-19 effects on patients and psychological impact of any pandemic on their 

lifestyle. 

This paper is an extensive coverage of integration of algorithms and logic with various data 

mining and machine learning techniques to handle healthcare and uncertainty at various levels to 

incorporate human type reasoning in modelling. Naive Bayes, K. Nearest neighbor and many more 

techniques can be used for Classifying people. We are planning to collect data set with different 

clinical and non-clinical behaviours. It involves a combination of techniques from numerous domains 

such as machine learning, organizing databases and information retrieval.  
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1. INTRODUCTION 

 

Data Mining is the process involved in identifying interesting, interpretable, useful and novel 

information and extracting them from the data. The information shall be processed further to arrived 

decisions on a particular task. It has been used for many years in the fields of business, health care, 

engineering and research organizations to examine through bulk data like patient records, sales history of 

a commodity, seismic data of a particular location etc. Adoption of machine learning and data mining in 

health care is to minimize errors in predicting disease, prescription of medicines, perception of 

individuals, use of traditional medicines, detection of diseases in its early stage and avoiding fake medical 
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insurance claims. Diseases such as cardiac disease, cancer, bone fracture etc. can be diagnosed by 

adopting data mining techniques. It involves a combination of techniques from numerous domains such as 

machine learning, organizing databases and information retrieval. 

There are several major data mining techniques that have been developed and used in data mining 

projects. These techniques include association, classification, clustering, prediction and sequential 

patterns. Fuzzy logic is capable of supporting, to a reasonable extent, human type reasoning in natural 

form by allowing partial membership for data items in fuzzy subsets. Integration of fuzzy logic with data 

mining techniques has become one of the key constituents of machine learning in handling the challenges 

posed by the massive collection of natural data. This thesis is an extensive coverage of integration of 

fuzzy logic with various data mining and machine learning techniques to handle healthcare and 

uncertainty at various levels to incorporate human type reasoning in modeling. Since data mining is a 

computer-based technology, it is quite natural to build the principles of data mining using Re-production 

Neural Networks. But this study aims to use data mining techniques for modeling the behavior patterns of 

human interaction with various systems. The human behavior is always fuzzy in nature and it is very 

difficult to model human behavior patterns with crisp neural networks data mining systems. The modeling 

of imprecise and qualitative knowledge, as well as handling of uncertainty at various stages is possible 

through the use of fuzzy sets. 

In data mining, Clustering is used for segmenting objects into similar groups. Using crisp 

clustering technique an object can become the member of only one cluster and the membership is either 

fully inclusive (inlier) or exclusive (outlier). A review of crisp clustering techniques and illustration of k-

means algorithm and reproducing neural networks are performed in this work to have clear idea about 

clustering principles. But in humanistic approach the object segmentation is different as because the 

object can become the member of more than one cluster at a time with varying degrees of association. 

Using fuzzy clustering techniques, data mining segmentation can be implemented exactly the way 

humans organize objects. The central idea in fuzzy clustering is the non-unique partitioning of the data in 

a collection of clusters with membership values between zero and one. The non-zero membership values 

with a maximum of one show the degree to which the data point belongs to a cluster. Fuzzy k-means 

(FKM) algorithm incorporates the fuzzy concepts in clustering and this is used in wide range of 

application domains. In this thesis, the FKM algorithm is introduced and illustrated to bring out the 

advantages and limitations of the algorithm. 

 



The outbreak of Corona virus (Covid19) started with first cases on December 2019, in Wuhan 

(China). The first reported case in South America was in Brazil on 26 February 2020, in Sao Paulo city. 

The strategy to stop the infections in the country was a partial lockdown to avoid the propagation of the 

virus. On 28 January 2020, Ministry of Health of Brazil reported a suspected case of Covid19 in Belo 

Horizonte, Minas Geris state, recently one student returned from China. The same day were reported two 

suspected cases in Porto Alegre and Curitiba. The first confirmed COVID-19 case was reported in Brazil, 

a man of 61-year-old who returned from Italy. The patient was tested in Israelita Einstein Hospital in Sao 

Paulo state. On 14 May, more than 200 000 cases were confirmed, this number double during the first 

days of May. A regular monitoring and remote detection system for individuals will assist in the fast-

tracking of suspected COVID-19 cases. Moreover, using such systems will generate a huge amount of 

data, which will provide many opportunities for applying big data analytics tools that are likely to 

improve the level of healthcare services. There is a large number of open-source software such as the big 

data components for the Apache project, which are designed to operate in a cloud computing and 

distributed environment to assist in the development of big data-based solutions. Furthermore, there are 

several key characteristics of big data called the Six V’s, namely, Value, Volume, Velocity, Variety, 

Veracity, and Variability. However, the original definition of the big data key characteristics considers 

only three Vs, namely Volume, Velocity, and Variety. The big data characteristics apply to data acquired 

from the healthcare sector, which increases the tendency to use big data analysis tools to improve sector 

services and performance. 

 

 

2. LITERATURE REVIEW 

 

 
The proposed research aims to develop an intelligent decision making model that shall aid in revising 

medical pedagogies and remedial instructions and precaution and guidelines for human beings identified 

with low immunity and weak body strength, well before they face major clinical problem. 

This model shall also recognize the behavior of patient and on the basis of their behavioral symptom we 

can predict who is most vulnerable to disease or at low risk.   

 

 

 



 Figure-1: exploring the flow of our work in brief 

 

 

 

Research Design 

The Research design adopted for the present study is mixed design - Descriptive design to understand the 

quality of life, psychological distress, social functioning and family burden of leprosy patients and One 

Group pre and post-test design using “before” and “after” measurements to evaluate the subjects' 

knowledge on COVID 19. 

The proposed research aim to develop an intelligent decision making model for prediction of people who 

is more vulnerable to COVID-19 disease or any other infectious disease. Prediction based on their clinical 
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and non-clinical behavior. We will also try to find out post COVID-19 effects on patients and 

psychological impact of any pandemic on their lifestyle. The proposed research aims to enlist the precise 

decision making dimensions that collectively frame the recommended system of medical field for people 

who are at risk.  

In our work we want to mainly classify vulnerable patients who are very nearer to accept infection from 

outside. Naive Bayes, K. Nearest neighbor and many more techniques can be used for Classifying people. 

We are planning to collect data set with different clinical and non-clinical behavior.    

 

 

 



These dimension moves about the following steps: 

 Provide extra remedial data. 

 Prediction aim recommends system to suggest some remedial action. 

An earnest effort has been made to develop disease diagnosis system that facilitates identification and 

prediction of the disease from the patient data. The reliance of data mining and machine learning 

techniques in classification of disease has been acknowledged and the algorithms are implemented for 

assisting health care professionals. In this work, a disease diagnosis system using the data mining 

techniques is developed which can be used by patients, doctors and society as well. Data pre-processing 

and organization plays a vital role in the final output of the system. Genuine input data ensures the 

accurate results. The proposed algorithm detects more outliers even with lower record size. The proposed 

algorithm produces accuracy for disease prediction. The records from the repository can be taken as 

reports for any further prediction. To exhibit the contributions focused with a societal facet the proposed 

methodologies have been implemented in health care for disease prediction. This will go a long way to 

exploit the advancements in this ever-growing technological era and offer innovative remedies to the 

emerging problems in the medical world. 

 

OBJECTIVES 

 To develop a healthcare disease diagnosis system that uses data mining techniques that can be 

used by all stakeholders. 

 To develop and implement a hybrid approach constituting density-based K-means clustering 

algorithm. 

 To generate association rules to identify the classes of categories and to include fuzzy influence 

rule to further improve the system response to sensitive data. The mass of each class is estimated 

to predict the possibility and severity of disease. 

 To understand the effects of covid-19 including clinical and non-clinical behaviours of human 

being in society. 

 To generate reports for medical analysts on a day-to-day basis, thereby helping them in the 

decision-making process. 

 

 



 

Shikah J. Alsunaidi (2021) The COVID-19 epidemic has caused a large number of human losses and 

havoc in the economic, social, societal, and health systems around the world. Controlling such epidemic 

requires understanding its characteristics and behaviour, which can be identified by collecting and 

analyzing the related big data. Big data analytics tools play a vital role in building knowledge required in 

making decisions and precautionary measures. However, due to the vast amount of data available on 

COVID-19 from various sources, there is a need to review the roles of big data analysis in controlling the 

spread of COVID-19, presenting the main challenges and directions of COVID-19 data analysis, as well 

as providing a framework on the related existing applications and studies to facilitate future research on 

COVID-19 analysis. Therefore, in this paper, they conduct a literature review to highlight the 

contributions of several studies in the domain of COVID-19-based big data analysis. The study presents 

as a taxonomy several applications used to manage and control the pandemic. Moreover, this study 

discusses several challenges encountered when analyzing COVID-19 data. The findings of this paper 

suggest valuable future directions to be considered for further research and applications. 

J. P. M. van der Valk (2021) Corona virus disease 2019 is a serious respiratory virus pandemic. Patient 

characteristics, knowledge of the COVID-19 disease, risk behavior and mental state will differ between 

individuals. The primary aim of this study was to investigate these variables in patients visiting an 

emergency department in the Netherlands during the COVID-19 pandemic and to compare the “COVID-

19 suspected” (positive and negative tested group) with the “COVID-19 not suspected” (control group) 

and to compare in the “COVID-19 suspected” group, the positive and negative tested patients. The 

patients were either “COVID-19 suspected” (positive and negative tested group) or “COVID-19 not 

suspected” (control group). This is one of the first (large) study that investigates and compares patient 

characteristics, knowledge, behavior, illness perception, and mental state with respect to COVID-19 of 

patients visiting the emergency room, subdivided as being suspected of having COVID-19 (positive or 

negative tested) and a control group not suspected of having COVID-19. All patients in this study were 

generally aware of transmission risks and virulence and adhered to the non-pharmaceutical interventions. 

COVID-19 suspected patients and patients with (pulmonary) co morbidities were significantly more 

anxious. However, there is no mass hysteria regarding COVID-19. The higher the degree of fear, the 

more carefully hygiene measures were observed. Knowledge about the coping of the population during 

the COVID-19 pandemic is very important, certainly also in the perspective of a possible second outbreak 

of COVID-19. 

 



3. EXPERIENTIAL WORK 

 

Data set: We have observed overall activities about the covid-19 test report, positive cases, etc. activities 

around kondagaon, Chhattisgarh district.   

 

 Data Table-1:  District Positive Linelist District- Kondagaon 

 

 

Sample and sample size 

Sample of at least 150 patients or more who are suffering from COVID have to be drawn at least 50 or 

more from each of the at least 3 centers respectively using simple random sampling method through 

random table and who will meet the inclusion criteria for the study constitutes the sample size. We have 

observed overall activities about the covid-19 data daily report of vaccination, dose/vaccines availability 

processes, etc. around kondagaon, Chhattisgarh district. 

    



 

Data Table – 2: Covid-19 Data Daily Report District, Kondagaon 

 

 

Sampling technique: 

At each of the centers, the subjects will be recruited using simple random sampling technique. At least 50 

or more subjects admitted in each of the at least 3 centers who are diagnosed as suffering from COVID by 

the medical officers, will be randomly selected using random table, and the total subjects at least 150 or 

more from  3 centers and considered as single group age. 

 

 

 

 



Data Table - 3: Based on Overall Doses vaccine stock position done of COVAXIN 

 

 

METHOD OF DATA ANALYSIS 

On completion of the data collection, the data collected will be edited coded and tabulated. The 

statistical treatment of data is achieved through computer applications, using Basic tools and software. 

Data analysis comprised appropriate statistical techniques including percentage analysis, multiple 

regression and correlation. Naive Bayes, K. Nearest neighbor and many more techniques will be 

employed for comparison of means of psychosocial variables between and males and females. Multiple 

regression analysis is a method used to study the relationship of a single quantitative dependent variable 

with several variables. Regression analysis has been found to be very useful in the evaluation of effects of 

variety of variables, which cannot be subjected to experimental controls but which are nevertheless of 

primary importance. Hence multiple regression analysis between psychosocial variable and demographic 

data will be conducted. 

 

 



4. CONCLUSION 

 
Data on social media contain a wealth of user information. Big data research of social 

media data may also support standard surveillance approaches and provide decision-makers with 

usable information. These data can be analyzed using Natural Language Processing (NLP) and 

Machine Learning (ML) techniques to detect signs of mental disorders that need attention, such 

as depression and suicide ideation. This article presents the recent trends and tools that are used in 

this field, the different means for data collection, and the current applications of ML and NLP in 

the surveillance of public mental health. We highlight the best practices and the challenges. 

Furthermore, we discuss the current gaps that need to be addressed and resolved. 

• The proposed research aim to develop an intelligent decision making model for prediction of 

people who is more vulnerable to COVID-19 disease or any other infectious disease. Prediction 

based on their clinical and non-clinical behaviour.  

• We will also try to find out post COVID-19 effects on patients and psychological impact of any 

pandemic on their lifestyle. 

• The proposed research aims to enlist the precise decision making dimensions that collectively 

frame the recommended system of medical field for people who are at risk. 

• In our work we want to mainly classify vulnerable patients who are very nearer to accept 

infection from outside. Naive Bayes, K. Nearest neighbor and many more techniques can be used 

for Classifying people. We are planning to collect data set with different clinical and non-clinical 

behaviours.    

•  The reliance of data mining and machine learning techniques in classification of disease has been 

acknowledged and the algorithms are implemented for assisting health care professionals. 

• In this work, a disease diagnosis system using the data mining techniques is developed which can 

be used by patients, doctors and society as well. 

•  This will go a long way to exploit the advancements in this ever-growing technological era and 

offer innovative remedies to the emerging problems in the medical world.  

• To develop and implement a hybrid approach constituting density-based K-means clustering 

algorithm.  

• To understand the effects of covid-19 including clinical and non-clinical behaviours of human 

being in society.  

• To generate reports for medical analysts on a day-to-day basis, thereby helping them in the 

decision-making process.  
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