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ABSTRACT

In the image super-resolution (SR) algorithm, some more effective methods are obtained by convolutional neural networks (CNN). However, at present, there are two main problems in the SR algorithm using CNN: First, due to the degradation of the image, it is easy to cause partial loss of image details in a very deep network. Second, although the depth network is very powerful, when performing efficient nonlinear mapping from low-resolution (LR) input images to high-resolution (HR) target images, a large number of parameters are required, which easily causes learning difficulties. Therefore, in this paper, combined global residual learning (GRL) and local residual learning (LRL), we propose a new method to effectively obtain image details. Especially, using the stacked local residual block (LRB) structure for nonlinear mapping the parameters of CNN can be reduced and the image degradation problem can be overcome effectively. Due to the high correlation between LR images input and HR images output in the network, we can use the skip-connection method to reconstruct HR images from most of the LR information. The experimental results show that the proposed image SR algorithm is effective.

CCS Concepts
- Computing methodologies → Image processing.
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1. INTRODUCTION

Image super-resolution (SR) is the process of reconstructing a high-resolution (HR) image with one or more low-resolution (LR) images by image processing or signal processing. SR reconstruction can be widely used in various fields, because HR images can provide clearer image details, contain more information, and have higher pixel density. Therefore, the image super-resolution reconstruction algorithm has attracted extensive attention and has strong research value.

At present, there are many methods for image SR. For example, there are some image super-resolution reconstruction algorithms based on interpolation. Classic interpolation algorithms include nearest neighbor interpolation, linear interpolation, bicubic interpolation, and spline interpolation. These methods do not fundamentally increase the amount of information contained in the images. In the dictionary-based SR algorithm, the typical algorithm is sparse coding. The learning-based image SR algorithm learns the similarity between high- and low-resolution image blocks by using a deep convolutional neural network (CNN). Therefore, the low-resolution image blocks to be processed can be more accurately generated with the corresponding high-resolution image blocks, which overcome the problem that it is difficult to learn accurate high-low resolution image blocks spatial mapping relationship by using the hand-designed features in the traditional sample-based SR algorithm. Dong C. et al. applied CNN to super-resolution reconstruction of images for the first time. The algorithm is called super-resolution by convolutional neural network (SRCNN). The network input is a LR image, and the output is a HR image, which realizes the end-to-end reconstruction of the image. All of the feature extraction and aggregation are done by the hidden layers of the CNN, but the SRCNN does not consider any self-similar properties. After the SRCNN model was proposed, more models for super-resolution neural networks were proposed. For example, the fast super-resolution convolutional neural networks (FSRCCNN) is also proposed by Dong C. et al. This method can directly process small-resolution images. The advantage is that reducing the pictures can shorten the training time. Subsequently Kim J. proposed deeply-recursive convolutional network for image super-resolution (DRCN), which is divided into three layers. At the layer of nonlinear mapping, it uses a recursive network. After that, Tai Y. et al proposed the image super-resolution via deep recursive residual network (DRRN). It uses a deeper network structure to improve performance.

This paper mainly analyzes the image super-resolution reconstruction based on global and local residual learning (GLRL), aiming to improve the resolution of the image. By increasing the network width, a better reconstruction effect can be obtained, which lays a solid theoretical foundation for the application of image SR. In order to demonstrate the effectiveness of the proposed method, Fig. 1 shows the value of the peak signal to noise ratio (PSNR) of some image super-resolution algorithms. The larger the PSNR, the better the reconstruction effect. As the figure shows, the proposed method has a higher PSNR value than Bicubic, single image super-resolution from transformed self-exemplars (SelfEx), image super-resolution by mid-frequency sparse representation and total variation regularization (MFTV).
This paper is divided into five sections. The first section is the introduction, which introduces several existing methods of image SR. The second section introduces the network related to our work, the third section describes the details of the algorithm, the fourth section shows the experimental results, and the last section summarizes.

Figure 1. The PSNR of recent models for scale factor ×4 on Set5.

2. RELATED WORK
This section highlights four networks related to our work: SRCNN, deep residual learning for image recognition (ResNet) [14], DRCN, DRRN.

2.1 SRCNN
SRCNN [11] is the first method to apply CNN to image SR. Its structure is divided into three parts.

The first step is the extraction and feature representation of the image patches, and the features of the image patches are extracted using the properties of the convolutional network. The formula is as follows:

\[ F_1(Y) = \max(0, W_1 \ast Y + b_1) \]  

(1)

The second step is a nonlinear mapping. The n1 dimensional feature of the first step is mapped to the n2 dimension. The formula is described as follows:

\[ F_2(Y) = \max(0, W_2 \ast F_1(Y) + b_2) \]  

(2)

The third step is image reconstruction. Reconstruction can be done by simply doing another convolution. The formula is computed by as follows:

\[ F(Y) = W_3 \ast F_2(Y) + b_3 \]  

(3)

2.2 ResNet
In this paper, the concept of residual learning is proposed for the first time, and this method is used to solve the problem of image degradation [16].

Suppose \( H(x) \) is the desired underlying map, and \( X \) is the input to these layers, letting the stacked nonlinear layers fit another map:

\[ F(x) = H(x) - x \]  

(4)

The residual network structure is as follows:

\[ y = \sigma(F(x, W)) + x \]  

(5)

where \( X \) and \( Y \) represent the input and output of the layer, respectively. The function \( F(x, W) \) represents the learned residual mapping, \( F = W \circ \sigma(W, x) \), where \( \sigma \) represents the activation function ReLU [15][16]. By stacking these structures, a very deep 152-layer network was built, which was the first in the ILSVRC 2015 classification competition.

2.3 DRCN

DRCN [9] [16] uses a recursive convolution network. The algorithm is mainly divided into three parts, the first part is embedding network. The output \( f_i(x) \) of this layer represents the feature map of a given image \( X \), which is equivalent to feature extraction in SRCNN. The second is the inference network. The output \( f_i(f_i(x)) \) of this layer indicates that \( T \) recursion \( (T = 16) \) is superimposed in the recursive layer, and the weight is shared in the recursive layer, which is equivalent to the nonlinear transformation of features. The third is the reconstruction network, whose output is \( f_{rec}(H_f) \), where \( H_f \) is the output of the inference network. This network result can be expressed as:

\[ y_i = f_{rec}(f_i^{(T)}(f_i(x))) + x \]  

(6)

where \( X \) is the skip connection, basically a global residual learning (GRL). Each intermediate predictive \( y_i \) is under supervision. Finally, using the integration strategy, the output is the weighted average of all predictions \( y = \sum_{i=1}^{T} W^i \ast y_i \), the weight of which is learned during the training process.

2.4 DRRN

DRRN [10] uses GRL in the identity branch, and introduces recursive learning into the residual branch by constructing a recursive block structure. Multiple residual units are superimposed in the structure using a multipath structure. All residual units share the same input for the identification branches. The residual unit is defined as:

\[ H_s = G(H_{u-1}) = F(H_{u-1}, W) + H_0 \]  

(7)

where \( G \) is the function of the residual unit and \( H_0 \) is the result of the first convolutional layer in the recursive block. Since the residual unit is recursively learned, the weight set \( W \) is shared between residual units within the recursive block, but differs between different recursive blocks. The superposition of a plurality of residual units constitutes a residual block, and the b-th residual block is expressed as:

\[ x_b = H^u_b = R_b(x_{u-1}) = G^u(b^u(x_{u-1})) \]  

(8)

where u-folding operation of \( G^u_b \) is performed. \( R \) is the function of the b-th recursive block.

The result of DRRN is expressed as:

\[ y = D(x) = f_{rec}(R_b(R_{u-1}(\ldots(R_1(x))\ldots))) + x \]  

(9)

where \( b \) is the number of recursive block, \( f_{rec} \) is a function of the last convolutional layer reconstruction residual in DRRN.

In Fig. 2, (a) is expressed as the structure of SRCNN; (b) is the simplified structure of Resnet. The picture shows two residual unit structures; (c) represents the structure of DRCN. The yellow dashed box refers to a recursive layer, among which the convolutional layers (with gray color) share the same weights; (d) represents the simplified structure of DRRN. The red dashed box refers to a recursive block consisting of two residual units. In the recursive block, the corresponding convolutional layers in the residual units (with green or yellow color) share the same weights.
is the element-wise addition.

![Diagram](image)

**Figure 2.** (a) SRCNN, (b) ResNet, (c) DRCN, (d) DRRN.

## 3. METHOD

In this paper, we propose a new algorithm called image super-resolution reconstruction based on global and local residual learning (GLRL). In the image reconstruction, the three basic models mentioned by SRCNN are used, and the GRL and LRL methods are combined. The network structure is inspired by the above four algorithms. It is shown in Fig. 3. Next, we elaborate on this algorithm.

![Diagram](image)

**Figure 3.** The proposed super-resolution image reconstruction framework.

### 3.1 Patch Extraction and Representation

After bicubic interpolation and amplification of the input LR image, the feature representation of the image patch is performed by using a two-layer convolution network. After each convolutional layer, we use the parameter rectified linear unit (PReLU) as the activation function instead of the commonly used rectified linear unit (ReLU) [17]. Because PReLU can avoid the "death feature" caused by the zero gradient in the ReLU. PReLU is defined as:

\[
\sigma(x_i) = \max(x_i,0) + a_i \min(x_i,0)
\]

where \(x_i\) is the input signal of the \(i\) th convolutional layer and \(a_i\) is the coefficient of the negative part. It is worth noting that \(a_i\) is based on data for PReLU and zero for ReLU. Apply the pre-activation strategy to the network, which was proposed by He et al. [18],

\[
x_i = F_i(\sigma(x_{i-1}), W_i)
\]

where \(x_{i-1}\) and \(x_i\) are the input and output of the \(i\) th layer network, \(F_i\) is the mapping function, and \(W_i\) is a set of weights.

### 3.2 Nonlinear Mapping

Nonlinear mapping is the core step of this algorithm. We implement nonlinear mapping by stacking local residual blocks (LRB) [17]. The superposition of LRB can partially overcome the degradation problem of the image and reduce network redundancy by increasing the network width.

Fig. 4 shows a comparison of the partial structure of DRRN and the LRB. The DRRN structure in this Fig. 4(a) is a structure diagram in which the number of residual units in the recursive block is two. As is shown in Fig. 4(b), the construction of the LRB is based on DRRN structure, and the shallow convolution branch and the deep convolution branch are added. Both deep convolution branches and shallow convolution branches use LRL, and shallow branches can provide more high frequency features for deep branches. LRB can be written as:

\[
x^s = U(x^{s-1}) = G_\theta(x^{s-1}, \theta_{\text{in}}) + G_\theta(x^{s-1}, \theta_{\text{out}})
\]

where \(U\) represents the function of the residual unit, \(x^{s-1}\) and \(x^s\) represent the input and output, respectively, and \(\theta_{\text{in}}\) and \(\theta_{\text{out}}\) represent the weight sets of the deep and shallow branches, respectively. \(G_{\text{in}}\) and \(G_{\text{out}}\) are residual mappings that need to be learned for deep and shallow branches, respectively.

![Diagram](image)

**Figure 4.** (a) the partially simplified structure of DRRN; (b) the structure of LRB with a shallow convolutional branch (SCB) and a deep convolutional branch (DCB).

### 3.3 Image Reconstruction

The layer of SR reconstruction is accomplished by a two-layer convolution network, which structure is similar with the image patch extraction and presentation module. But the input of this layer is the interpolated LR image and the output of each LRB, and the weighted average of each output after the reconstruction layer is obtained to achieve our final HR image.

In order to optimize the proposed network parameters, we need to minimize the loss between the predicted HR image and the ground truth image. The loss function is expressed as:

\[
L(\Theta) = \frac{1}{2N} \sum_{i=1}^{N} \left\| \tilde{x}^{(i)} - D(x^{(i)}) \right\|^2
\]

where \(N\) is the number of training patches, \(\Theta\) is the parameter set, \(\tilde{x}^{(i)}\) is the ground truth image, and \(D\) is the mapping function of the HR image generated from the interpolation low resolution image training.

### 4. EXPERIMENTS AND RESULTS

The image super-resolution reconstruction based on global and local resident learning (GLRL) proposed in this paper uses 291 pictures as the data set for training. 91 pictures are from the training set adopted by Yang et al. [20], the other 200 pictures are
from Berkeley Segmentation data set \(^{21}\). And the Set5 \(^{22}\), Set14 \(^{23}\), and BSD100 \(^{24}\) are used as test sets, containing 5, 14 and 100 images, respectively. These images are processed through our improved model to produce the final HR image.

4.1 Experimental Details

This experiment was performed on 291 training datasets and trained using scale enhancements with scales of \(\times 2, \times 3, \text{ and } \times 4\), respectively. We provide parameters for training the final model using a network depth of 16 layers, a mini-batch size of 32, a momentum and weight decay parameter set to 0.9 and 0.0001, respectively. The initial learning rate is set to 0.1. There are 76 epochs (6536 iterations) in all the experiments we trained. Then every 10 epochs learning rates are cut in half. This experiment was conducted in a Caffe environment, and the GPU used 1080Ti.

4.2 Discussion on the Number of LRB

In this section, we analyze the effect of the number of LRB \(^{17}\) on the image reconstruction effect. The experiment compares the effect of two LRB and three LRB on the Set5. The results are shown in Tab. 1. The average PSNR and SSIM of the three LRB are much higher than the values of the two LRB. It can be seen that the more the number of LRB, the better the reconstruction effect of the image, if the GPU allows it. In other words, increasing the depth and width of the network at the same time helps to restore image detail. The effect of the reconstructed image of 3LRB is significantly better than that of 2LRB.

**Table 1. Comparison of PSNR and SSIM between the two LRB and three LRB**

<table>
<thead>
<tr>
<th>Set5</th>
<th>2LRB</th>
<th>3LRB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30.36/0.8746</td>
<td>33.09/0.9124</td>
</tr>
</tbody>
</table>

4.3 Comparison with Other Methods

We compare our method to the other four image SR methods, which are named Bicubic \(^{10}\), SelfEx \(^{12}\), MFTV \(^{11}\), SRCNN \(^{5}\). The implementation of these methods is based on their source code. In order to make a fair comparison of the quality of recovery, all models are trained on 291 image data sets.

Tab. 2 lists the quantitative results on the test set Set5, Set14 and BSD100 under different scale factors \((\times 2, \times 3, \times 4)\). The objective evaluation criteria usually have two: peak signal to noise ratio (PSNR), structural similarity index (SSIM) \(^{10}\). The larger the two values, the better the reconstruction effect. As seen from Tab. 2, the values of PSNR and SSIM of our proposed method are significantly higher than those of other methods. It can be seen that the reconstruction effect of our method is better than the other four methods. As can be seen from Fig. 6, in our approach, the outlines are clean and vivid, closest to the ground truth image, while in other methods they are heavily blurred or distorted.

**Table 2. Comparison of PSNR and SSIM values for various methods with a scale of \(\times 2, \times 3, \times 4\) on Set5, Set14, BSD100**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Scale</th>
<th>Bicubic</th>
<th>SelfEx (^{12})</th>
<th>MFTV (^{11})</th>
<th>SRCNN (^{5})</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set5</td>
<td>(\times 2)</td>
<td>33.66/0.9299</td>
<td>36.49/0.9537</td>
<td>——</td>
<td>36.34/0.9542</td>
<td>36.54/0.9550</td>
</tr>
<tr>
<td></td>
<td>(\times 3)</td>
<td>30.39/0.8682</td>
<td>32.55/0.9093</td>
<td>32.12/0.9032</td>
<td>32.39/0.9090</td>
<td>33.09/0.9124</td>
</tr>
<tr>
<td></td>
<td>(\times 4)</td>
<td>28.42/0.8104</td>
<td>30.31/0.8619</td>
<td>29.62/0.8561</td>
<td>30.09/0.8628</td>
<td>30.37/0.8635</td>
</tr>
<tr>
<td>Set14</td>
<td>(\times 2)</td>
<td>30.24/0.8688</td>
<td>32.22/0.9034</td>
<td>——</td>
<td>32.45/0.9067</td>
<td>32.56/0.9102</td>
</tr>
<tr>
<td></td>
<td>(\times 3)</td>
<td>27.55/0.7742</td>
<td>29.16/0.8196</td>
<td>29.05/0.8653</td>
<td>29.00/0.8215</td>
<td>29.59/0.8705</td>
</tr>
<tr>
<td></td>
<td>(\times 4)</td>
<td>26.00/0.7027</td>
<td>27.40/0.7518</td>
<td>27.07/0.8000</td>
<td>27.50/0.7513</td>
<td>27.53/0.8102</td>
</tr>
<tr>
<td>BSD100</td>
<td>(\times 2)</td>
<td>29.56/0.8431</td>
<td>31.18/0.8855</td>
<td>——</td>
<td>31.36/0.8879</td>
<td>31.41/0.8890</td>
</tr>
<tr>
<td></td>
<td>(\times 3)</td>
<td>27.21/0.7385</td>
<td>28.29/0.7840</td>
<td>27.99/0.7794</td>
<td>28.41/0.7863</td>
<td>28.59/0.7891</td>
</tr>
<tr>
<td></td>
<td>(\times 4)</td>
<td>25.96/0.6675</td>
<td>26.84/0.7106</td>
<td>26.12/0.7152</td>
<td>26.90/0.7101</td>
<td>26.97/0.7190</td>
</tr>
</tbody>
</table>

**Comment:** Red color indicates the best performance of our methods and blue color indicates the best performance of previous method.

5. CONCLUSIONS

In this experiment, we propose an image super-resolution reconstruction based on GLRL. In this network, we use a skip-connection to use LR images as input to the reconstruction layer for GRL, and perform non-linear mapping by superposition of LRB \(^{17}\), and learn the output of the LRB as an input of the reconstruction layer. This helps to better restore image details. Compared with other methods, the experimental indicators have certain advantages in PSNR and SSIM, so our method can obtain better reconstruction effect.
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