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Abstract—The lightning development of Artificial Intelligence
(AI) has brought significant changes to modern society, including
the emergence of AI-generated art and image enhancement
techniques. However, one of the most alarming consequences of
AI advancement is the creation of deepfake images and videos
through the use of General Adversarial Networks (GANs). As
these deepfakes become increasingly convincing and widespread,
there is an urgent need for measures to detect and prevent their
dissemination, especially on independent social-media websites.
The proposed approach results in accuracy scores comparable
to and surpassing several SOTA(State-of-the-art) approaches
on three benchmark datasets, while consuming considerably
lesser computational overhead, and containing over 100x lesser
trainable parameters which was achieved using the extraction
and manipulation of geometrical features.

Index Terms—Deep-fake detection, Lucas-Kande, Autonma-
tion, Bi-LSTM, Computer Vision, Celeb-DF, UADFV, FF++,
Facial Landmarks

I. INTRODUCTION

The problem of deepfakes continues to grow as the power
of Deep Learning methods increases over time. With the
proliferation of deepfake videos on social media, there is a
growing concern for the spread of misinformation, defamation
of individuals, especially women, due to the widespread avail-
ability of deepfaked adult content on the internet. It is essential
to develop a technique that can robustly detect deepfaked
videos before they are uploaded on social media sites to
prevent their vast distribution.

Previous research has heavily focused on Convolutional
Neural Networks (CNN) [1]–[6]to detect deepfake images and
videos due to their ability to compress and extract useful
features using pooling techniques. However, as the focus
shifted to deepfake videos, there was a switch to architectures
such as Long Short-Term Memory (LSTM), which can process
a video as a sequence of image frames, making it easier to
observe correlation between events across the frames.

Several approaches were later developed to track the move-
ment of relevant facial landmarks and identify possible ma-
nipulation of facial features, such as eye blinking, to find
dissimilarities in the temporal aspect of the video. However,
these methods can be computationally intensive and may
overload social media servers.

To address this, the proposed approach presents a
lightweight technique that extracts the optical flow of facial
landmarks over time and feeds them to a Bi-directional LSTM
to detect deepfake videos. This technique allows for quicker

processing of data without overloading the servers of social
media sites. By leveraging the temporal information in the
optical flow, this approach can accurately detect deepfaked
videos with high precision, thus reducing the risk of the spread
of misinformation and defamation on social media.

Fig. 1. A deepfaked TV Anchor

This paper contributes a computationally cheap workflow to
the ends of detecting deepfaked video without much compro-
mise in its precision. When compared to existing SOTA(State-
of-the-art) models, the proposed approach is almost compara-
ble in performance while using significantly less paramters,
this was achieved through the extraction and manipulation of
geometric features such as facial landmarks using optical flow
techniques. The utility of this approach was further proven
through its successful implementation as a workflow in the
form of a web application.

II. RELATED WORK

As the use of manipulated facial images and videos has
become more prevalent, there has been a growing need to
develop robust techniques for detecting such forgeries. In
recent years, several approaches have been proposed to address
this challenge. In this section, we discuss some of the related
works in this area.

Two-Stream neural networks for tampered face detection
[2], proposed by Zhou et al. (2017), utilizes two-stream neural
networks for detecting tampered faces. One stream extracts



features from the face region, while the other extracts features
from the optical flow of the face region.

Meso-Net [1], introduced by Afchar et al. (2018), is a
compact facial video forgery detection network that utilizes
a series of meso-scale convolutional neural networks (CNNs)
to identify manipulated videos.

Xception [3], proposed by Rossler et al. (2019), utilizes
a modified version of the Xception CNN architecture to
detect manipulated facial images. The network is trained on
a large-scale dataset of real and manipulated images, using
an adversarial training strategy to improve its robustness to
various types of manipulations.

Capsule network-based approach [4], proposed by Nguyen
et al. (2019), utilizes capsule networks to detect fake images
and videos. The network is trained on a large-scale dataset
of manipulated images, using a combination of reconstruction
and classification loss functions to improve its performance.

FWA [5], proposed by Li and Lyu (2019), detects ma-
nipulated videos by detecting face warping artifacts. The
approach utilizes a deep CNN to extract features from the face
region, which are then used to identify regions with significant
distortions.

DSP-FWA [6], proposed by He et al. (2015), uses spatial
pyramid pooling in deep convolutional networks for visual
recognition. The approach utilizes a hierarchical pooling strat-
egy to extract features from different scales of the input image,
which are then used to detect face warping artifacts.

Facial Landmarks Based approaches [7]: The work by Li et
al. (2018) introduces a facial landmark-based approach called
”ictu oculi” for detecting AI-generated fake face videos. The
term ”ictu oculi” is derived from Latin and translates to ”in the
blink of an eye.” The approach outlined in the paper focuses
on the eye region as a key source of information. It extracts
relevant features from the eyes and utilizes them to detect ir-
regular blinking patterns, which are indicative of AI-generated
fake face videos. By analyzing and comparing the blinking
patterns observed in the videos, the algorithm can identify
discrepancies and irregularities that suggest manipulation.

Face Speaking expressions approach [8], proposed by Agar-
wal et al. (2019), detects manipulated videos by analyzing the
speaking expressions of the subject in the video. The approach
utilizes a deep CNN to extract features from the face region,
which are then used to identify irregular patterns of facial
movement that are characteristic of manipulated videos.

Optical Flow-based CNN approach [9], proposed by
Amerini et al. (2019), detects deepfake videos using optical
flow-based CNNs. The approach extracts features from the
optical flow of the input video and uses them to detect
inconsistencies in the motion patterns of the face region.

Lucas Kanade Algorithm [10] proposed by Simon Baker
and Iain Matthews presents a comprehensive overview and
analysis of the Lucas-Kanade algorithm, a widely used optical
flow estimation technique. The authors discuss the evolution
of the Lucas-Kanade algorithm over the course of 20 years,
highlighting its strengths, limitations, and various extensions.
The paper provides a unified framework that brings together

different variations and improvements of the algorithm, shed-
ding light on its underlying principles and offering insights
into its applications and advancements in the field of computer
vision.

III. PROPOSED METHODOLOGY

This paper aimed to develop a computationally efficient
method for accurately detecting tampered videos. The pro-
posed approach involves several steps. Firstly, the input video
is divided into individual image frames. Next, a facial recog-
nition classifier based on DLIB’s HOG+SVM algorithm is
employed to identify the face in each frame. The classifier
marks the 68 facial landmarks in each frame and records
their corresponding positions, which provide crucial spatial
information about the face.

Subsequently, to capture the motion patterns within the
video, the optical flow of each landmark is computed using the
Lucas Kanade equation, which calculates the displacement of
pixels between consecutive frames. These optical flow vectors
capture the dynamic changes in facial landmarks over time,
enabling the detection of subtle movements.

Fig. 2. Flow of Proposed approach

To effectively model the temporal dependencies and pat-
terns, two bi-directional RNN models are employed. The



choice of GRU (Gated Recurrent Unit) as the RNN archi-
tecture ensures better handling of long-term dependencies
and mitigates the vanishing gradient problem. The first RNN
receives the landmark positions at each timestep, allowing it
to capture the spatial relationships of the facial landmarks over
time. The second RNN takes the optical flow data from time-
steps t and t+1, incorporating motion information between
consecutive frames.

Finally, the outputs from both RNN models are concate-
nated, combining the spatial and temporal information, to
make a prediction regarding whether the input video is a
deepfake or not. By leveraging the strengths of both RNNs, the
method achieves a more comprehensive analysis of the facial
landmarks, enhancing the accuracy of deepfake detection.

IV. RESULTS

The proposed approach utilized two Bi-directional GRU’s
with a total sum close to 250k trainable paramters. The
GRU’S architecture consisted of multiple droput units where
the probability was set to 0.25. The models were trained for
300 epochs with the help of the ADAM optimizer.

TABLE I
TEST DATA PERFORMANCE COMPARISON WITH OTHER METHODS

Method Parameters Dataset Data
AugmentationUADFV FF++ Celeb-

DF
MesoNet
[1]

0.03M 84.3% 84.7% 54.8% ✗

Two-
stream [2]

- 85.1% - 53.8% ✗

FWA [5] 26M 97.4% 80.1% 56.9% ✓
Capsule
[4]

15M 61.3% 96.6% 57.5% ✗

Xception
[3]

21M 80.4% 99.7% 48.2% ✗

DSP-FWA
[6]

28M 97.7% 93.0% 64.6% ✓

Proposed
Method

0.25M 96.2% 99.3% 56.4% ✗

After comparison with past approaches it’s evident that
the proposed approach performs comparably to other state-
of-the-art approaches [6] [3] while being significantly cheaper
to train as displayed by the number of trainable parameters
used. While the MesoNet model [1] uses lesser parameters
it’s performance is well below the required standard to be
considered as a reliable approach.

Its evident that this approach contains 112x, 104x, 84x
lesser trainable paramters than DSP-FWA [6], FWA [5] and
Xception Net [3] respectively.

Thus, it’s safe to say that the proposed approach is the
perfect balance between Model performance and Computation
cost.

V. DISCUSSION & FUTURE WORK

The proposed workflow was successfully implemented in
the form of a web app, making it more accessible and usable
for general users who now have the capability of detecting
deepfake videos by just uploading a video. This application is

lightweight enough to be run on a basic computer without the
worry of needing a GPU.

Fig. 3. Workflow implementation taking input

This work focuses on leveraging geometric features, specif-
ically facial landmarks, for deepfake detection. However, an
inherent limitation of the approach lies in its dependence
on the accuracy of facial landmark detection. It is essential
to acknowledge that misclassifications in identifying facial
landmarks in each image can occur. Therefore, future research
should conduct an in-depth study to evaluate the impact of
landmark detectors on the performance of approaches that rely
on the movement of facial landmarks to make predictions.
Understanding the influence of landmark detection accuracy
will enable researchers to identify potential sources of error
and devise strategies to mitigate them.

Fig. 4. Workflow implementation displaying prediction

Moreover, incorporating additional denoising methods rep-
resents a promising avenue for improving the accuracy and
robustness of the proposed approach. By integrating denoising
techniques into the preprocessing pipeline, the system could
effectively reduce noise and artifacts present in the video
frames, thus enhancing the quality and reliability of the input
data. Investigating various denoising methods, such as image
filtering or deep learning-based denoising algorithms, could
yield significant improvements in the overall performance of
the proposed approach.

Furthermore, it is worth considering the exploration of
alternative or complementary feature representations that can
further enhance the discrimination between genuine and ma-
nipulated videos. While the use of facial landmarks pro-
vides valuable spatial and motion information, incorporating
additional features or exploring alternative representations,
such as texture descriptors or frequency-based features, could



potentially improve the detection accuracy and bolster the sys-
tem’s resilience against sophisticated deepfake manipulation
techniques.

Future research should delve deeper into understanding the
impact of landmark detectors on the overall performance.
Additionally, incorporating denoising methods and exploring
alternative feature representations offer promising avenues to
enhance the accuracy and robustness of deepfake detection
systems.

Exploiting facial landmarks for denoising images and accu-
rately tracking them in videos can enhance deepfake detection.
Additionally, evolutionary algorithms [11] hold promise in
optimizing neural network architectures, guiding evolution
towards superior techniques or discovering simpler, less com-
putationally intensive models with acceptable performance
trade-offs [12] [13] [14].

VI. CONCLUSION

In conclusion, the proposed approach offers a solution
that significantly limited the computation cost and training
time while performing at the level of SOTA(State-of-the-art)
Approaches and guaranteeing a robust and reliable solution.
While also proving the effectiveness of Geometric features
in boosting the performance of deep learning models for
deepfake detection. In reducing computational cost it was seen
that feature extraction and manipulation of facial landmarks
was key, while using a bi-directional GRU helped in detecting
abnormal movement of facial landmarks hinting that the
video had been tampered which allowed the models to learn
significantly useful information. It’s also to be noted that this
approach is heavily dependent on the accuracy of detecting
these facial landmarks before optical flow is computed.
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