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Abstract—This paper presents a detailed evaluation of three
spatio temporal deep learning architectures for crime prediction.
These network architectures are as follows: the Spatio Temporal
Residual Network (ST-ResNet), the Deep Multi View Spatio
Temporal Network (DMVST-Net), and the Spatio Temporal Dy-
namic Network (STD-Net). The architectures were trained using
Chicago crime data set. The Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE) were used as performance
metrics to evaluate the model. Results show that the STD-Net
achieved the best results with an RMSE of 0.2870, and MAE
of 0.2093, while the DMVST-Net achieved an RMSE of 0.4171
and an MAE of 0.3455. The ST-ResNet achieved and an RMSE
of 0.4033 and an MAE of 0.3278. Future work will include
training these algorithms with crime data which is augmented
with external data such climate and socioeconomic data. We also
will explore hyperparameter optimization of these algorithms
using techniques such as evolutionary computation.

Index Terms—Crime prediction, Spatio Temporal, ST-ResNet,
DMVST-Net, STD-Net.

I. INTRODUCTION

Crime is defined as an unlawful act punishable by a state or
other authority [1]. According to criminologists, crime can be
grouped into five major categories, namely: violent (e.g. homi-
cide, assault) crime; property (e.g. burglary, larceny); white-
color (e.g. fraud, Embezzlement); organized crime (e.g. drug
trafficking, human trafficking) and consensual (e.g. soliciting,
brothel-keeping) [2]. The top three countries in the world with
the highest crime rate, as recorded in 2021, are Venezuela,
Papua New Guinea, and South Africa [3]. Venezuela’s highest
crime rate of 84.36 has been attributed to corruption among
authorities, a flawed judicial system, and poor gun control.
Papua New Guinea has the second-highest crime rate of
80.04, is attributed to violent crimes, primarily fueled by rapid
social, economic, and political changes in the country. South
Africa has the third highest crime rate of 77.29, and this is
ascribed to several factors amongst such as high levels of
poverty, inequality, social exclusion, unemployment, and the
normalization of violence.

Prevention of crime is one of the key features of a suc-
cessful society [4]. Predicting where and what crime would
be committed, is one of the most famous and prominent tasks
the police and other agencies want to achieve [5] and crime
prediction is essential because it speeds up the process of
solving crimes and reduces crime rates [6]. Police departments

spend a lot of resources and time to predict crime events.
Accurately predicting crime events enables the police to act
proactively and helps them to adequately assign patrols [7].
Machine learning has been transforming the way that gov-
ernments prevent, detect, and address crime [7]. Some police
departments are increasingly relying on predictive software
like the Santa Cruz-based PredPol, which uses a machine-
learning algorithm to predict crime hotspots before the crimes
occur [8]. Traditional machine learning include clustering,
classification and regression techniques. These techniques have
been mostly used for crime prediction. Random forest, Support
Vector Machines (SVM), and Classification and Regression
Trees (CART) have shown high accuracy in crime prediction
[9]. Deep learning, a subset of machine learning, has shown
an improved accuracy on prediction when compared to tradi-
tional machine learning techniques in various domains. Deep
learning has outperformed some traditional machine learning
algorithms such as Support Vector Machines, Random Forest,
and K - Nearest Neighbors for crime prediction [10].

The rest of the paper is organized as follows. Section II
presents related works and sets the motivational foundation
for the work done in this paper. Section III describes the
details of the three spatio-temporal deep learning architectures
that are compared in this work. Section IV presents the
implementation procedures of the algorithms, the training
data set, the data prepossessing, and the metrics used in the
experiments. Section V presents the results and discusses
them. Last, the paper is concluded in Section VI.

II. RELATED WORKS AND MOTIVATION FOR THIS WORK

This section will review the related works as well as present
the motivation behind the work presented in this paper.

Li et al. [11] carried out a spatio-temporal analysis and
prediction of urban crime in China using an Auto-regressive
moving average (ARIMA) model. Three other models of the
Global Model (GM), Pooled Model (PM), and Hierarchical
Model (HM) were used for comparative experiments. Error
analysis of the prediction results showed that the prediction
error rate of the ARIMA model was at least 5% lower than the
other three models. Thus, it was considered that the prediction
results of ARIMA are more accurate and met the expected
requirements.



Kumar et al. [12] carried out forecasting the annual crime
rate in India using Time Series Models such as Auto-
Regressive Integrated Moving Average (ARIMA) and Expo-
nential Smoothing. The data used for the experiments was
obtained from the National Crime Record Bureau of India
and was dated from 1953 to 2013. The ARIMA model was
compared to the Holt Linear model using the Mean Absolute
Error, Mean Absolute Squared Error, Mean Absolute Percent-
age Error techniques. The ARIMA model exhibited the best
results.

Almaw and Kadam [13] proposed a system for crime
data analysis and prediction using ensemble learning. The
crime data set used was obtained from Denver Open Data
Catalog, which is an open data portal for accessing government
data. They did a performance comparison of Naive Bayes,
Decision tree, Random forest, and Ensemble (Combination
of the Decision tree and Random Forest) techniques. The
performance of each technique was evaluated using accuracy
measure, true positive rate, false negative rate, precision, recall
and F-measure. Random Forest classifier achieved the highest
accuracy of 82.02%.

Yadav et al. [14] proposed a system for city crime mapping
for San Fransisco using machine learning techniques. The
crime data set was acquired from the San Francisco Police
Department Crime Incident Reporting System, and contained
records from 2003 to 2015. Because the crime data set had
both numeric and nominal data, a preprocessing step was taken
to assign numeric value to nominal data, so that classification
techniques can consume it. They explored four classification
models along with one clustering model; Gaussian Naive
Bayes, Multilayer Perceptron, K-Nearest Neighbors, Classi-
fication and Regression tree and k-means. Accuracy and Area
Under Curve (AUC) of the Receiver Operator Curve (ROC)
metrics were used to evaluate the techniques performance. The
Classification and Regression tree (CART) out performed the
other techniques in predicting the resolution of crime in San
Francisco, and achieved an accuracy of 80.852% and AUC of
0.81.

Bappee, Soares, and Matwin [15] proposed a system for pre-
dicting crime using geospatial features for different categories
of crime. The model attempted to predict the relationship
between criminal activity and geographical regions. Nova
Scotia (NS) crime dataset was used as the target of study. They
did a comparison of Linear Regression (LR), Support Vector
Machine (SVM), and Random Forest (RF), and an Ensemble
with all the previous classifiers. Evaluation of the classifiers
performance was done by means of accuracy measurement
and Area Under the Curve (AUC) of the Receiver Operator
Characteristic (ROC) analysis. 10-fold cross validation was
used to estimate the classifiers performance on unseen data.
Their experiment results showed that the Support Vector
Machines and Ensemble learning techniques out performed the
other techniques. The Ensemble achieved the highest accuracy
and AUC results of 81.8% and 0.69 respectively for the data
with engineered features.

Zhang, Zheng, and Qi [16] applied the ST-ResNet to

Citywide crowd flow prediction. They used the Beijing and
and New York City bike trajectory data. They used min-
max normalization to scale the data, and one-hot coding
to transform the categirical data into a binary vector. Root
Mean Square Error (RMSE) was used for model evaluation.
They compared the performance of the ST-ResNet, Historical
Average (HA), Auto-regressive Moving Average (ARIMA),
Seasonal Auto-regressive Moving Average (SARIMA), Vector
Auto-regression (VAR), Spatio Temporal Artificial Neural Net-
work (ST-ANN), and Deep Spatio Temporal Neural Network
(Deep ST). The ST-ResNet exhibited the best performance.

Wang et al. [17] carried out real-time crime forecasting on
an hourly timescale by applying an ST-ResNet model. They
considered all types of crime in Los Angeles (LA) over the
last six months of 2015. In total there were 104,957 crimes.
Due to the low regularity of the crime data in both space and
time, both spatial and temporal regularization of the data was
performed. They compare two similar DNN structures except
that one has CNN layers (the ST-ResNet). RMSE was used to
evaluate the accuracy of the models. The ST-ResNet achieved
the best results with an average accuracy of of 84.78% in the
top 25 predictions.

Wang et al. [18] continued their experiments on real-
time crime forecasting in LA using the ST-ResNet model
and proposed some improvements in terms of the model’s
accuracy and performance on mobile devices. They used the
LA crime dataset which has records since 2015 and they
also used external weather data. RMSE was used for model
evaluation. The ST-Resnet was compared with HA, KNN,
ARIMA models. The ST-ResNet produced the best results with
a low error in crime density of 0.659.

Stalidis, Semertzidis, and Daras [19] demonstrated that
deep learning-based methods outperform the existing best-
performing traditional methods on crime classification and
prediction. They carried out an evaluation of the effectiveness
of different parameters in the deep learning architectures
and gave insights for configuring them in order to achieve
improved performance in crime classification and finally crime
prediction. They used five different datasets. These 5 datasets
include incident reports from Seattle, Minneapolis, Philadel-
phia, San Francisco, and Metropolitan DC police depart-
ments. Ten algorithms were compared namely; CCRBoost,
ST-Resnet, Decision Trees, Naive Bayes, LogitBoost, Random
Forests, Support Vector Machines (SVM), K Nearest Neigh-
bors (KNN), Multi Layer Preceprtron (MLP). F1 score, Area
Under Reciever Operater Chracteritic (AU ROC), and PAI
(Prediction Accuracy Index) were used to evaluate the model’s
performance. From the experiment, the ST-ResNet was found
dominating other methods.

Stec and Klabjan. [10] used a joint RCNN for the purpose
of predicting crime. Chicago and Portland crime datasets were
used for the experiments. They combined crime data with
additional weather, public transportation, and census data.
They conducted experiments to determine the best network
structures between the Feed Forward network, CNN, RNN,
and RCNN. Mean Absolute Scaled Error (MASE) was used



for model evaluation. The RCNN exhibited the best accuracy
results on both Chicago (with an accuracy of 75.6%) and
Portland (with an accuracy of 65.3%) data sets.

Yao et al. [20] proposed a DMVST-Net framework to model
both spatial and temporal relations. The model consisted of
three views: temporal view (modeling correlations between
future demand values with near time points via LSTM), spatial
view (modeling local spatial correlation via local CNN), and
semantic view (modeling correlations among regions sharing
similar temporal patterns). They used a large-scale online taxi
request dataset collected from Didi Chuxing, which is one
of the largest online car-hailing companies in China. Mean
Average Percentage Error (MAPE) and Root Mean Square
Error (RMSE) for model evaluation. The proposed model was
compared to HA, ARIMA, Linear regression, MLP, XGBoost,
and ST-ResNet. The DMVST-Net achieved the best results
with MAPE - 0.1616 and RMSE - 9.642.

Ali et al. [21] proposed a deep hybrid neural network
composed of recurrent and convolutional networks to predict
citywide traffic crowd flows by leveraging Spatio-temporal
patterns. They used the TaxiBj and BikeNYC datasets which
were normalized using the Min-Max normalization technique.
Root Mean Square Error (RMSE) and Mean Average Per-
centage Error (MAPE) techniques were used to evaluate the
model performances. They compared the performance of their
proposed model to that of HA, ARIMA, LinUOTD, XGBoost,
MLP, ConvLSTM, STD-Net, and ST-ResNet.

Zhang et al. [22] proposed a model for attention-based
supply demand for autonomous vehicles. The dataset they
used was obtained from an online car-hailing company
in China. The Mean Average Percentage Error (MAPE),
Mean Absolute Error (MAE), and Root Mean Square Error
(RMSE) techniques were used for evaluating model perfor-
mance. They compared the performance of their model to
that of ARIMA, LSTM, ConvLSTM, Reduced-ConvLSTM,
ST-ResNet, DMVST-Net, STD-Net, and Reduced-STD-Net,
baseline models. Amongst the baseline models, the STD-Net
achieved the best results with MAPE - 21.08%, RMSE -
0.1634, and MAE- 0.1348. The STD-Net achieved the best
results as compared to other baseline models that were tested.

Whilst the ST-ResNet has proven to be state-of-the-art deep
learning technique for crime prediction [17], [19], [22], [24],
there are other recent spatio temporal deep learning techniques,
such as the DMVST-Net and STD-Net, have shown better
results than the ST-ResNet in other spatio-temporal domains.
Therefore, in this paper, we compare the performance of the
ST-ResNet, DMVST-Net and STD-Net architectures for crime
prediction using the Chicago dataset.

III. SPATIO TEMPORAL DEEP LEARNING ALGORITHMS

In this section we give a detailed description of the spatio
temporal techniques used in this study.

A. Spatio Temporal Residual Network
The ST-ResNet is an extension of the ResNet [23] for

prediction in the spatio-temporal domain. We adopt the ST-
ResNet architecture proposed by Zhang, Zheng and Qi [24].

Fig. 1 show the overview of the architecture. The architecture

Fig. 1: ST-ResNet Architecture, adopted from Zhang, Zheng
and Qi [24].

has four main components that model the temporal closeness,
period, trend and external influence. The trend, period and
closeness components each have layers of convolutional neural
networks followed by residual units sequences. These three
components structures capture the spatial dependency between
close and remote regions. The external component was meant
to used to extract features from external datasets, however
in our study we did not use any external data, hence we
did not include this component. the outputs of trend, period
and closeness components were combined using parameter
matrices to give XRes. Parameter matrices allocate unique
weights to the results of each component in each region. Each
component is be represented by

X(1)
c = f

(
W (1)

c ∗X(0)
c + b(1)c

)
(1)

where * represents the convolution; f is a activation function;
W(1)

c , b(1)c are the trainable parameters in the first layer. The
ResUnits were stacked on the convolution layers as follows:

X(l+1)
c = X(1)

c + F (X(l)
c ; θ(l)c ), l = 1, ..., L (2)

where F represents a residual function i.e. a combination of
ReLU and convolution.

B. Deep Multi View Spatio Temporal Network

The DMVST-Net framework was adopted from Yao, Wu,
and Ke [20]. The DMVST-Net is a multi-view model that
jointly considers the spatial, temporal and semantic relations.
In the framework, convolutional networks are used to learn the
local characteristics of regions in relation to their neighbors.
The spatial view is represented by a local CNN. The local
CNN performs transformation on each k convolutional layer
as follows:

Y i,k
t = f(Y i,k−1

t ∗W k
t + bkt ) (3)



where * denotes the convolutional operation and f (.) is an
activation function i.e., f(z) = max(0, z); Wk

t and bkt are two
sets of parameters in the kth convolution layer.

The Long Short-Term Memory (LSTM) network is used as
the temporal view component. The architecture of the LSTM
is formulated as follows:

iit = σ
(
Wig

i
t + Uih

i
t−1 + bi

)
,

f it = σ
(
Wfg

i
t + Uih

i
t−1 + bf

)
,

oit = σ
(
Wog

i
t + Uih

i
t−1 + bo

)
,

θit = tanh
(
Wgg

i
t + Uih

i
t−1 + bg

)
,

cit = f it · cit−1 + iit · θit,

hit = oit · tanh(cit)

(4)

where (·) represents the Hadamard product and tanh is the
hyperbolic tanget function. Both of these function are element-
wise. Wa, Ua, ba (a ∈ {i, f, o, g}) are trainable parameters.
The semantic view of the network relates the locations with
similar functionality may have similar demands. The semantic
view is represented with a graph of locations with functional
similarity among regions. Fig. 2a shows the overview of the
DMVST-Net.

C. Spatio Temporal Dynamic Network

The STD-Net architecture has been adopted from Ali et al.
[21]. In this architecture, the CNN is used to extract spatial
features and LSTM is used to extract the temporal features.
The architecture has four main components; closeness, period,
trend and external. Fig. 2b shows the overview of the STD-
Net.

The mathematical formulation of STD-Net is given by:

it = σ
(
Wyi ∗ Yr,t +Wdi ∗ Yr,t +Wri · Ct−1 + bi

)
,

ft = σ
(
Wyf ∗ Yr,t +Wdf ∗ Yc,t +Wri · Ct−1 + bf

)
,

Ct = ft · Ct−1 + it · tanh
(
Wyr ∗ Yr,t +Wdr ∗ Yr,t−1 + bc

)
,

ot = σ
(
Wyo ∗ Yr,t +Who ∗ Yc,t−1 +Wro · Ct + bo

)
,

Yr,t = ot · tanh(Ct),
(5)

where * denotes the convolutional operation and · represents
the Hadamard product, and, (Wyi, Wdi, Wyf , Wdf , Wyr, Wdr,
Wyo, Who, Wro, bi, bf , bc, bo are training parameters. The
variables it, ft, Ct and ot represent the input and output
gates, respectively. The convolution layers used ReLU as
the activation and used a kernel of size 3 × 3. For this
implementation we did not include the external component
because we did not include any external data to the crime
dataset, therefore we also did not use the fusion.

IV. IMPLEMENTATION OF ALGORITHMS

The codes for ST-ResNet [23], DMVST-Net [20], and
STD-Net [21] from the publishers GitHub repositories. The
experiments were performed on a hyper threaded linux virtual
machine on Azure Cloud [25], with 8 virtual CPU’s, 128GB
RAM, and a processor speed of 2.3 GHz

A. Procedures

In our experiments, the hyper parameters were set as fol-
lows: The number of epochs used were 10. The learning rate is
chosen to be 0.001. Batch normalization was used. We adopted
the ADAM optimizer to optimize the loss function. The length
of the temporal sliding window was fixed at a value of at 30.

B. Data set Used in this study

We obtained our crime dataset from the Chicago Data
Portal. The dataset includes crime incident reports dating
back to 2001, with 7.29 million records. Each report includes
location information (in latitude and longitude), a time and a
type of crime. There are 32 distinct crime types in the dataset.
We selected records in the 3 year period from 20017 to 2020
for training our algorithms.

We adopted the spatial grid resolution that is used in a
related work in [36]. These ranges are 16 × 16 cells. We
aim to predict the number of times a certain crime type will
happen in the a given area by evaluating past incidents in the
current month. Thus, the past crime incidents will be grouped
in incident maps I of timespan t of 1 day, and for a period
T of 30 days. Therefore, 30 daily incident maps are used as
input to forecast a certain crime type for the next period. We
used a daily timespan for incidents so that enough temporal
detail can be extracted while the time series are adequately
populated.

C. Metrics

Finally, we evaluate our proposed method by using Mean
Absolute Error (MAE) and Root Mean Square Error (RMSE).

where x̂i is the predicted value, xi is the true value and N
is the total number of data points.

V. RESULTS

In this section we discuss the results of the performance of
the ST-ResNet, the DMVST-Net and thin e STD-Net on the
classification of the Chicago crime dataset. We also discuss
the loss during the training of the models.
We plotted graphs of losses of each model during training
time, over 10 epochs as shown in Fig 3, 4, and 5. From the
graphs, it is evident that loss during training drops in each
training iteration, hence the ST-ResNet, the DMVST-Net and
the STD-Net algorithms are able to interpret the data points
well during training.

We trained the models over 10 epochs. We also used early
stopping call backs to stop the training when the training loss
in the next training step is greater than the previous step. Fig 6



(a) DMVST-Net Architecture [20]. (b) STD-Net Architecture [21].

Fig. 2: DMVST-Net and STD-Net architectures.

Fig. 3: ST-ResNet Training Loss Fig. 4: DMVST-Net Training Loss Fig. 5: STD-Net Training Loss

(a) MAE (b) RMSE

Fig. 6: Results for ST-ResNet, DMVST-Net, and STD-Net for crime prediction using Chicago crime dataset..

shows the the MAE and the RMSE results of exhibited by the
three algorithms.

These results show that winning architecture is the STD-Net
with an MAE of 0.2093 and RMSE of 0.2870.

VI. CONCLUSION

This paper has presented a performance comparison of three
spatio temporal deep learning algorithms for crime prediction.
DMVST-Net and STD-Net, which have achieved stellar results
in other application domain, have been compared against
the state-of-the-art ST-ResNet for crime prediction using the
Chicago crime data set. Results show that STD-Net achieves
the best MAE and RMSE.

In the future, we will explore if adding external data to these
frameworks, similar to worldly semantics, socioeconomic,

climate, road guides and focal points in the region can assist
these models with learning better insights. We also want to
explore optimization of hyper parameters by using techniques
such as evolutionary computation.
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