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Abstract  Recommending an optimal cruising route for a taxi-driver helps he/she save the taxi’ idle running time, which can then improve the taxi-drivers’ income or reduce the taxi’s energy consumption. Mining the optimal knowledge for recommendation from the vast previous drivers’ GPS trajectories is a possible way since the trajectories are now easily recorded and kept in databases. Lots of work have been done then. However, existing methods mostly recommend pick-up points for taxis only. Their performance is not good enough since there lacks a good evaluation model for the pick-up points selected. In this paper, we propose a novel evaluation model based on information entropy theory for taxis’ cruising route recommendation. Firstly, we select more positional attributes from historical pick-up points in order to obtain accurate spatial-temporal features. Secondly, an integrated evaluation model learning from historical pick-up points is constructed based on the information entropy theory, which is applied to get the future pick-up points. We then design a pruning algorithm to recommend a series of successive points to generate a cruising route for a taxi driver. Experiments are done on a real dataset and the results show that our method can significantly improve the recommendation accuracy of pick-up points, and help taxi-drivers make profitable benefits more than before.
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1 Introduction

Nowadays, the advances in mobile computing and location-acquisition techniques have enabled us a group of location-based services (LBS). LBS based on trajectory data mining mostly aims to alleviate urban traffic congestion and reduce environmental pollution. For instance, trajectory data are applied for road infrastructure monitoring [1][2], traffic status probing [3][4], auxiliary urban planning [5], transportation services improving [6][7][8][9], etc.

Taxis have been considered as a major means of public transportation in modern cities. But taxis spend 35%-60% working time to search passengers by cruising along the roads [10]. Therefore, many researchers focus on pick-up point recommendation from the path-optimization or the profit-maximization perspective. Obviously, there are some defects: (1) they may result in sending all cruising taxis to the same location to compete for the same group of passengers. (2) Single attribute of trajectory data will lead to subjective one-sidedness. Addressing at above problems, we propose an
entropy-based model for recommendation of taxis' cruising route. It is able to provide an optimal cruising route recommendation service via measuring the value of historical pick-up points based on information entropy. Our contribution lies in three aspects:

1. Manifold attributes of taxis' trajectories are measured by information entropy and are applied to select a sequence of optimal pick-up points for taxis' cruising route recommendation.

2. An intercrossing spatio-temporal analysis algorithm is proposed to mine spatial and temporal patterns from historical GPS data.

3. Our model, the entropy-based cruising route recommendation (ECRR), is evaluated by experiments and outperforms the traditional top-K recommendation method.

The remainder of this paper is organized as follows. Section 2 describes related works. The framework of our approach is put forward in Section 3. Next, we will illustrate our models in Section 4. Section 5 gives our experimental results. And conclusions are drawn in Section 6.

2 Related work

The recommendation of taxi pick-up points can provide drivers with better economic benefits and has received extensive attention from the academic community.

Guojun et al. [11] used a supervised learning model to recommend road clusters to taxi drivers for finding passengers. Artificial neural network is adopted to build a regression model to predict the pickup frequency in a road cluster. Xiangjie et al. [12] through analyzing the quantitative relationship between passengers' getting on and off taxis, proposed a Time-Locatio...
possible is crucial for the taxi pick-up point recommendation.

As a multi-dimensional measurement tool, information entropy has been applied successfully in forecasting and decision-making, system optimization, risk management and analysis, business operation and management [24,25]. Information entropy can be used to determine how much valuable the information is and to measure the weight of each evaluation index in the estimation of information value. It is more meaningful for taxi-drivers to combine multiple indexes to measure the value of pick-up points. Therefore, we propose an entropy-based model for recommendation of taxis' cruising route. By considering multiple evaluation indexes, the pick-up points’ selection model is constructed for empty taxis. Information entropy is applied to weight each evaluation index of pick-up points. On this basis, multiple pick-up points are recommended to create the optimal cruising route.

To evaluate the performance of our method, we choose two indexes - the distance after carriage, and the travel time after carriage. They can objectively reflect the value of cruising route recommendation from both spatial and temporal perspectives because they are directly related with the profits of drivers. Comparing with the performance of top-k recommendation, experimental results show that our method can significantly improve the recommendation accuracy of pick-up points and taxi-drivers’ profits.

4 Details of our approach

Information entropy is often used to measure
information quantitatively and select uncertainty. When the occurrence probabilities of \( n \) different states in the system are denoted as \( p_i (i = 1, 2, \cdots, n) \), the information entropy of the system is:

\[
E = -\sum_{i=1}^{n} p_i \ln(p_i).
\] (1)

We divide passengers-finding points into two categories: the points with single attribute and those with multiple attributes. The former is only based on the max carrying probabilities or the shortest waiting time, etc. The latter considers the combined effect of two or more attributes.

In this paper, we select four determinant attributes: the carrying probabilities and the waiting time of passengers-finding points, the travel time and the travel distance after carrying. These attributes’ effects on finding passengers for empty taxis are uncertain at different location and at different time. So information entropy is used as a quantitative tool to measure uncertainty and trade-off the effects.

### 4.1 Attributes definition and computation

Taxis’ GPS data are firstly preprocessed to distil historical pick-up points and passengers-finding points. The values of the four attributes are computed: the carrying probabilities and the waiting time of passengers-finding points, the travel time and the travel distance after carrying. According to the taxi’s current location, the distance and the arrival time to the passengers-finding point can be evaluated. Through the entropy-based model of selecting passengers-finding points, several sequential points are obtained to create a cruising route for recommendation.

The values of the four attributes are computed as follows:

1. Carrying probabilities of passengers-finding points.

It is denoted as the number of pick-up points in unit time and in unit area. If it is bigger, the chance of finding passengers at this location is bigger.

\[
P(i) = \frac{\text{Number}(i)}{\text{Area}(i) \times T_s}.\] (2)

2. Waiting time of passengers-finding points

It is a time-range for a vacant taxi from waiting to picking up passengers at this location.

\[
W(i) = \sum_{k=1}^{\text{Number}(i)} w(k) / \text{Number}(i) \times T_s.\] (3)

3. Trip time after carrying

In the formula (4), \( T_s \) is the given time range, \( \text{Number}(i) \) is the number of pick-up points in the spatial and temporal range. And \( w(k) \) is the waiting time of the \( k \)-th pick-up points in the area \( \text{Area}(i) \).

\[
Ft(i) = \sum_{k=1}^{\text{Number}(i)} ft(k) / \text{Number}(i) \times T_s.\] (4)

4. Trip distance after carrying

In the formula (5), \( T_s \) is the given time range, \( \text{Number}(i) \) is the number of pick-up points in the spatial and temporal range. And \( ft(k) \) is the trip time after carrying of the \( k \)-th pick-up points in the area \( \text{Area}(i) \).

\[
FD(i) = \sum_{k=1}^{\text{Number}(i)} fd(k) / \text{Number}(i) \times T_s.\] (5)

Generally speaking, the drivers’ profit is proportional with the trip time and the trip distance, and is inversely proportional with the waiting time.

### 4.2 Pick-up points selection model

As Figure 2 shows, suppose that an empty taxi starts at the point \( O \), the historical passengers-finding points include \( P_0, P_1, P_2, P_3, P_4 \) five points. We denote it with \( X_0 = \{P_0, P_1, P_2, P_3, P_4\} \). The points’ location has been figured out by historical data at the current time-slot and within a certain distance threshold.
When the vacant taxi is located at the point O, there are \( k (k \geq 2) \) optional passengers-finding points within the current time-slot. The spatio-temporal features of each passengers-finding point are described by \( N \) attribute values. Herein, we choose \( N = 5 \). The five attributes are respectively carrying probabilities of passengers-finding points, waiting time of passengers-finding points, trip time after carrying, trip distance after carrying, and the distance between the current location and the passengers-finding point. Those passengers-finding points and attribute values are respectively depicted with two sets \( X = \{ x_1, x_2, \ldots, x_k \} \) and \( U = \{ p_1, p_2, \ldots, p_N \} \).

The decision matrix \( A \) is given as follows. In the matrix, \( a_{ij} (1 \leq i \leq k, 1 \leq j \leq n) \) means the j-th attribute value of the i-th passengers-finding point. Different attribute values have different effects on the decisions. To avoid the effects, we employ gravimetric transformation to normalize the decision matrix \( A \), in which \( r_{ij} \) are normalized parameters of column vectors according to the equations (7) and (8). For three benefit type attributes, carrying probabilities of passengers-finding points, trip time and trip distance after carrying, we apply the equation (7) to compute \( r_{ij} \). For two cost type attributes, carrying probabilities of passengers-finding points and the distance between the current location and the passengers-finding point, we apply the equation (8) to compute \( r_{ij} \). So the normalized matrix \( R \) is created.

\[
A = \begin{bmatrix}
a_{11} & a_{21} & \cdots & a_{N1} \\
a_{12} & a_{22} & \cdots & a_{N2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{1N} & a_{2N} & \cdots & a_{NN}
\end{bmatrix}, \tag{6}
\]

\[
r_{ij} = \frac{a_{ij}}{\sum_{k=1}^{N} a_{kj}}, \tag{7}
\]

\[
r_{ij} = \frac{1}{\sum_{k=1}^{N} a_{kj}}. \tag{8}
\]

\[
R = (r_{ij})_{k \times N}. \tag{9}
\]

### 4.3 Passengers-finding point solution model based on information entropy

After constructing the selection model of pick-up points, it is necessary to measure the points’ values in the decision matrix according to the current location and the current time of taxis. The values are computed in light of the theory of information entropy. The passengers-finding point solution model is given as follows.

**Step 1** The entropy \( E_j \) is the information entropy of the attribute value \( p_j \) in the matrix \( U \).

\[
E_j = -\frac{1}{\ln(k)} \sum_{i=1}^{k} r_{ij} \ln(r_{ij}). \tag{10}
\]

**Step 2** The weight vector \( W(w_1, w_2, \ldots, w_k) \) is computed for the \( N \) attribute values.

\[
\begin{cases}
w_j = \frac{(1-E_j)}{\sum_{j=1}^{k} (1-E_j)} , \\
w_1 + w_2 + \ldots + w_N = 1.
\end{cases} \tag{11}
\]

Where \( w_j \) is the weight value of the j-th attribute \( p_j \) in \( U \), \( E_j \) is the information entropy of \( p_j \) in \( U \).

**Step 3** The integrated attribute vector \( Z(W) \) of \( X = \{ x_1, x_2, \ldots, x_k \} \) is computed via the following equation.

\[
Z(W) = \sum_{i=1}^{k} \sum_{j=1}^{N} r_{ij} w_j. \tag{12}
\]

**Step 4** To obtain the top-m optimal passengers-finding points, we sort these points by the integrated
attribute vector $Z(W)$ and select them from high to low.

$$Z = \text{MAX}_m[\text{Sort}(Z(W))] \quad (1 \leq m \leq k). \quad (13)$$

The top-$m$ optimal pick-up points can be computed within certain time-slot and in the distance scope via the passengers-finding point solution model based on information entropy. Owing to considering manifold attributes, it effectively avoids the one-sidedness.

### 4.4 Entropy-based cruising route recommendation

Since the actual situation is dynamic, only a single pick-up point recommended for taxis may lead to the failure of carrying passengers at that position. Therefore, it is very necessary to recommend a suitable cruising route including multiple consecutive pick-up points.

If single factor such as the carrying probabilities is applied for top-k recommendation, taxi-drivers may be puzzled to find the next point when the passenger at the recommended point has been lifted. Therefore, we attempt to recommend not one point but an optimal sequence of pick-up points with the highest probabilities. Figure 3 shows the procedure of recommending the optimal sequence. Passengers release pick-up requirements with the current time and the location at first. Then, the optimal sequence will be constructed via the selection model of pick-up points and the solution model based on information entropy.

According to the current time and the local position, the two models, the selection model of pick-up points and the solution model based on information entropy, are repeated (k-1) times. Each time the previous passengers-finding point is used as the initial point.

Figure 4 shows the procedure of cruising route construction. The location $O$ of a taxi is the initial point. Then the top-$m$ optimal pick-up points $P_1, P_2, \ldots, P_m$ can be computed in terms of the time-slot and the distance scope. In turn, one of the previous points is reckoned as the initial point, and then the $m \times m$ optimal pick-up points are computed successively. Thus, a k-layer tree is constructed with
optimal pick-up points. Herein, we adopt k=3. Next, the pruning algorithm and the depth-first searching algorithm are explored to select points successively. Consequently, the optimal cruising route is generated and then recommended to taxis.

5 Experiment and analysis

5.1 GPS data preprocessing

The data set used in this paper comes from the open trajectory data set provided by the GeoLife project of Microsoft Research Asia, which contains the trajectory data set of 182 users in Beijing from April 2007 to August 2012. The information such as the latitude, longitude and time of the user's location is mainly collected, and the status information is not recorded, that is, the no-load or the state of carrying passengers. Moreover, since the taxi trajectory data is collected by the GPS device, when a special situation occurs, such as signal occlusion, cold start, etc., the signal is weak or no signal may interfere with the data acquisition of the GPS device, Thus there are Abnormal data problem such as causing data loss and data drift. Therefore, it is necessary to preprocess the trajectory and obtain the passenger record point therefrom. The trajectory data preprocessing steps are as follows:

5.1.1 Abnormal point detection

Suppose $T\{p_i, p_{i+1}, ..., p_n\}$ is a GPS trajectory sequence, the distance $d(p_{i+1}, p_i)$ between $p_i$ and $p_{i+1}$ should be less than the maximum distance at the maximum speed in unit time. The maximum speed $d_{max}$ in Beijing is set at 50km/h in this paper.

Therefore, we use the inequation (14) to judge whether the next GPS point is normal or not.

$$0 < d(p_{i+1}, p_i)/(p_{i+1}t - p_it) < d_{max}. \tag{14}$$

Where $d_{max}$ is the maximum speed per unit time, $d(p_{i+1}, p_i)$ is the distance between two adjacent GPS points.

5.1.2 Staying area detection

The generation of the staying area includes two situations. On one hand, taxis are parking or waiting for passengers. On the other hand, taxis are cruising. At that time, the moving speed $v$ of the moving object at these points is smaller than a threshold $\theta$, and continuously moving the time $t$ at a speed less than the speed threshold, wherein the time $t$ exceeds a given time threshold $\theta$, or if the taxi stays in a certain area for more than the time $t$, the area formed by these points is called staying area, and assume that the last point in the staying area is the staying point. The method of reference [26] is used to detect staying area. A staying area $S\{p_i, p_{i+1}, ..., p_n\} \subset T$ meets:

We reckon the short parking or cruising slowly as waiting for passengers. The thresholds of parking time and cruising velocity are respectively set to be $\theta_p$ and $\theta_v$ by experiences. In the trajectory sequence $T\{p_i, p_{i+1}, ..., p_n\}$, the inequation (15) is applied for stay area detection.

$$\begin{cases} 
 d(p_{i+1}, p_i)/(p_{i+1}t - p_it) < \theta_v, \\
 p_{i+1}t - p_it > \theta_p.
\end{cases} \tag{15}$$

As shown in Figure 5, the trajectory segment $S\{p_3, p_4, p_5, p_6\}$ in the trajectory is a stay area. Only when these points satisfy $v_i < \theta_v, i = 3, 4, 5, 6$ and $p_{i+1}t - p_it > \theta_p$.

Fig. 5. The procedure of cruising route construction.

5.1.3 Extracting pick-up points

The occurrence of passenger-carrying events usually means that taxis are stationed somewhere or cruise at low speed, so pick-up points can be extracted based on the detection of the residence area. The location where a taxi picks up passengers is usually the last point in the stay area or the end of a low-speed cruise and the starting point of the trajectory. The
average speed before carrying passengers is less than the given speed threshold $V_0$, and the average speed after carrying passengers exceeds the given speed threshold $V_0$. And the driving distance exceeds the given distance threshold $\delta$. The track segment $T\{p_1, p_2, \ldots, p_n\}$, $p_i$ is the stop point, and the criterion for defining $p_i$ as the passenger point is:

$$
\begin{align*}
&d(p_0, p_i)/(p_1 - p_0) < V_0, \\
&d(p_n, p_i)/(p_n - p_\tau) > V_0, \\
&d(p_i, p_n) > \delta.
\end{align*}
$$

(16)

After extracting pick-up points, you can visualize pick-up points data on the ArcMap. Figure 6 shows the distribution of pick-up points between 8:00 a.m. and 9:00 am and 6:00 p.m. to 7:00 pm in a district of Beijing. It can be seen from the diagram that the gathering areas of pick-up points are different in different periods, and the degree of aggregation at different locations at the same time is also different. The gathering areas of these pick-up points at different times represent the concentrated positions of passengers in different periods, and the degree of aggregation of passenger points at different locations indicates the difficulty of finding passengers in different locations of no-load taxis.

![Fig. 6. Distribution of pick-up points at different time-slots in the same area.](image)

By dividing 24 hours a day according to the time period, we can find that the distribution of pick-up
points in each period has very obvious characteristics. As shown in Figure 7, the distribution ratio of pick-up points in each time of the day can be clearly found that the distribution of passenger points is the lowest between 2 am and 6 am, and the number of passengers is increasing rapidly during each commute time. Passengers-finding points generation and evaluation

5.1.4 Passengers-finding points generation

The gathering area of passengers-finding points is the gathering area of passenger spot, which embodies the characteristics of passenger carrying behavior of taxi and the distribution of people, representing the gathering place of passengers. The pick-up points are the record point in the track, representing the position of the taxi that used to pick up passengers. According to the time attribute and spatial attribute of pick-up points, this paper draws on the cluster analysis method mentioned in [27] and [28], and improves the Spatial Temporal Analysis (STA). In the process of analysis, this paper uses the density-based OPTICS [29] algorithm, mainly because the high-frequency position of pick-up points changes with time, and the spatial distribution of pick-up points in different time periods is different. The algorithm is superior to other algorithms in effect.

The dynamic variability of the high-frequency position of pick-up points is as follows: Different time periods, the location of passengers-finding points is different. During the peak hours of going to work, passengers-finding points appeared in residential areas, apartments and other places. In the peak hours of getting off work, passengers-finding points occurred in office buildings, office buildings and other places. In different urban areas, the occurrence time of passengers-finding points is different. For example, the urban central business district and the science and technology park have different time periods for taxis due to different regional functional properties, so that passengers-finding points of the two regions appear different time periods. This paper divides the time in hours and divides the day into 24 time slices. The space-time analysis process is as follows.

**Procedure 1** Prioritize space and time analysis separately

**Procedure 1.1 First Space Last Time (FSLT) Analysis**

Priority is given to the spatial distribution characteristics of pick-up points, pick-up points are divided according to the experimental area. Spatial clustering analysis of pick-up points in small areas based on spatial attributes, and then the whole area is analyzed. The results obtained by the spatial attribute analysis are divided according to the time attribute of pick-up points in the Clustering cluster, and the spatial analysis result is retained to the time period when pick-up points ratio of a certain period exceeds a given threshold. A candidate point set \( \text{ftls}[N] \) can be obtained, each of which is a gathering area of the pick-up points, which represents a gathering area of the passenger to a certain extent.

**Procedure 1.2 Analysis of First Time Last Space (FTLS)**

This analysis is relatively simple. According to the time aggregation phenomenon of pick-up points, the time analysis is first carried out according to its time attribute, pick-up points are divided into various time segments, and then the spatial clustering analysis is carried out according to the spatial attributes of pick-up points in each time period. A candidate point set \( \text{ftls}[M] \) can be obtained, each candidate point being a gathering area of pick-up points, which represents a gathering area of the passenger to a certain extent.

First space last time analysis describes the overall spatial aggregation phenomenon of pick-up points, and to some extent compensates for the data sparse problem caused by prioritizing the time attribute. Analysis of first time last space is a better description of the aggregation of the pick-up points on the time attributes. The two processes, time-first analysis and first-time spatial analysis, can be reversed.

**Procedure 2 Candidate point filtering**

Two candidate data sets are obtained by finite spatial-temporal analysis, which reflect the characteristics of the high-frequency position in pick-up points from different dimensions. In order to obtain the data of the passengers-finding points which represents the passenger gathering place, two data sets should be filtered and the duplicate data should be
eliminated. Let the candidate point $i$ come from the candidate point set $fslt[N]$, and the candidate point $j$ from the candidate points set $fsls[M]$, $dist(i, j)$ is the distance between the candidate point $i$ and the candidate point $j$. When $M \ dist(i, j)$ is less than a given distance threshold $d$ (such as 50m), it is considered that candidate point $i$ and candidate point $j$ represent the same region and are repeated candidate points.

In this paper, candidate point filtering is performed by voting selection. Taking the distance between pick-up points and the candidate point in the area represented by the candidate point as a voting basis, voting on the above-mentioned repeated candidate points, and then generating a new candidate point according to the distance between the voting result and the candidate point, that is, the final Passengers-finding.

**Procedure 2.1 Calculate the score of candidate points**

$$Score(i) = \sum_{k \in K} (1 - \frac{dist(i, k)}{dist(i, j)}), dist(i, k) \in [0, d]. \quad (17)$$

Where $Score(i)$ is the voting score of candidate point $i$, $dist(i, k)$ is the distance between pick-up points $k$ and candidate point $i$ in the area represented by the candidate point, and $K$ is the total number of pass pick-up points in the area represented by the period in which the candidate point is repeated, $d$ denotes a distance threshold for judging whether or not the candidate point is repeated.

**Procedure 2.2 Calculate the candidate point $j$ score**

$$Score(j) = \sum_{k \in K} (1 - \frac{dist(j, k)}{dist(i, j)}), dist(j, k) \in [0, d]. \quad (18)$$

Where $Score(j)$ is the voting score of candidate point $j$, $dist(j, k)$ is the distance between pick-up points $k$ and candidate point $j$ in the area represented by the candidate point, and $K$ is the total number of pass pick-up points in the area represented by the period in which the candidate point is repeated, $d$ denotes a distance threshold for judging whether or not the candidate point is repeated.

**Procedure 2.3 New candidate point generation**

After obtaining the voting score of pick-up points to the repeated candidate point, a new candidate point may be generated by using one of the repeated candidate points as a reference position. When the candidate point $i$ is used as the reference position, the new candidate point position is calculated as follows:

$$O = L(i) - \frac{Score(i) \times dist(i, j)}{Score(i) + Score(j)}. \quad (19)$$

Where $O$ is the position coordinate of the new candidate point, and $L(i)$ is the position coordinate of the candidate point $i$.

After obtaining a new candidate point, it is necessary to calculate the relevant area such as the area represented by the new candidate point according to pick-up points of the area represented by the repeated candidate point, and pick-up points in the area is the above $Q[K]$.

**5.2.2 Passengers-finding points evaluation**

In order to verify that pick-up points obtained by spatial-temporal analysis method can indeed represent the gathering place of passengers. This paper draws on the method of judging the accuracy of docking sites in [27], and uses this method to test the search point passengers-finding points of this paper, based on the fact that taxis usually carry passengers near the point of interest, they believe that docking sites within a 50-meter radius of the point of interest are correct. This paper uses passengers-finding points of each time period as a test point, the point of interest (office building, shopping mall, etc.) on the map and pick-up points are taken as the known points, and the test points are compared with the known points in different periods, so as to judge the correctness of the test points. The spatial-temporal analysis (STA) method of obtaining pick-up points in this paper is compared with the method of obtaining the Carrying-passerger docking point by the hierarchical clustering method in [27].
In this paper, the radius of the accuracy of the passengers-finding points is constantly adjusted from 5 meters to 50 meters, and the results are shown in Figure 8. It can be seen that the accuracy of passengers-finding points obtained by the spatial-temporal analysis method reaches 90% at a radius of 25 meters. In the acquisition of pick-up gathering areas or passenger gathering places, the method in this paper is superior to the hierarchical clustering analysis method mentioned in [27]. The spatial and temporal analysis is prioritized separately, which can well reflect the changing characteristics of the high-frequency position of pick-up points, and can more accurately obtain the passengers-finding points representing the gathering place of the passenger.

Table 1. Comparison of spatial-temporal analysis with hierarchical clustering in literature [27]

<table>
<thead>
<tr>
<th>Method</th>
<th>Radius of Buffer</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSRA</td>
<td>50</td>
<td>90.9%</td>
</tr>
<tr>
<td>STA</td>
<td>50</td>
<td>98.7%</td>
</tr>
</tbody>
</table>

5.2 Recommendation result evaluation

In order to evaluate the effectiveness of the entropy-based cruising route recommendation (ECRR), the experimental results are compared with the typical Top-K recommendations, and two different values, the ratio of travel time after carrying passengers and driving distance after carrying passengers, are used as the measure of recommended performance.

The typical Top-K recommendation recommends the number of K passengers-finding points with the highest carrying passenger probability near the current location of the taxi. The ratio of driving distance after carrying passengers is the ratio of the driving distance after being carried to the passenger to the total running distance in the current time period. The ratio of travel time after carrying passengers is the ratio of the driving time after being carried to the passenger to the total running time in each period. Figure 9 and Figure 10 respectively compare the ratios of the trip time and the trip distance after carrying passengers between the Top-k approach and our ECRR method.

Figure 9 shows that in the case of more demand for passengers during the day, the carrying-passenger travel time ratio of this method is higher than the Top-K method. In the early morning when the demand for passengers is small, the recommended carrying-passenger travel time ratio of this paper is inferior to Top-K. Because for periods when demand for taxis is small. Because of to the taxi demand small time interval, Top-K gives a high probability of carrying passengers at the location, and relatively more opportunities for carrying passengers. However, this method needs to consider a number of influencing factors, and the road cost largely restricts the choice of these methods for these locations. Therefore, the recommended passengers-finding point is only the nearest optimal, rather than the overall optimal.

Figure 10 shows that the distance of carrying passengers in this method is higher than that of Top-K method in any time period. The reason is that the method takes into account the cost of the journey, while the Top-K method only considers where it is easier to pick up passengers, even the distance between
passengers-finding points at which it is recommended to stay is far away. Since the distance after carrying passengers usually indicates the actual payment of passengers, from the perspective of actual revenue, the performance of this method is better than Top-K recommendation, which can bring good benefits to drivers.

![Fig. 9. A comparison on the ratios of the trip time after carrying passengers.](image)

![Fig. 10. A comparison on the ratios of the trip distance after carrying passengers.](image)

6 Conclusions

No-load taxis in the process of searching for passengers, different drivers will choose the destination according to different measurement standards, and different choices will lead to different drivers’ income differences. How to give a more appropriate passenger seeking route under the consideration of multiple factors, it will undoubtedly increase the income for the no-load taxis’ driver. This paper proposes an entropy-based model for recommendation of taxis’ cruising route, taking into account the various factors considered by taxi drivers when looking for passengers, and using information entropy to weigh the value of each factor, thereby for the no-load taxi driver to choose the optimal attribute of passenger seeking route. By comparing this method with Top-K recommendation, two different values of driving time and distance after carrying passengers are taken as the evaluation index of recommendation performance. The experimental results show that this method can solve the problem of taxi no-load, save the cost and increase the income of taxi drivers after comprehensive consideration of various factors.
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Background

This paper belongs to intelligent transportation and recommendation system area. Nowadays, the advances in mobile computing and location-acquisition techniques have enabled us a group of location-based services (LBS). LBS based on trajectory data mining mostly aims to alleviate urban traffic congestion and reduce environmental pollution. Recommending an optimal cruising route for a taxi-driver helps he/she save the taxi’s idle running time, which can then improve the taxi-drivers’ income or reduce the taxi’s energy consumption. Mining the optimal knowledge for recommendation from the vast previous drivers’ GPS trajectories is a possible way since the trajectories are now easily recorded and kept in databases.

Taxis’ Cruising Route recommendation a personalized, location-aware, spatio-temporal recommendation. Therefore, we propose a novel approach of entropy based cruising route recommendation for taxi (ECRR). It is able to provide an optimal cruising route recommendation service via measuring the value of historical pick-up points and the current time and space information based on information entropy.

Firstly, we select more positional attributes from historical pick-up points in order to obtain accurate spatial-temporal features. Secondly, an integrated evaluation model learning from historical pick-up points is constructed based on the information entropy theory, which is applied to get the future pick-up points. We then design a pruning algorithm to recommend a series of successive points to generate a cruising route for a taxi driver. Experiments are done on a real dataset and the results show that our method can significantly improve the recommendation accuracy of pick-up points, and help taxi-drivers make profitable benefits more than before.
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