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ABSTRACT
Over the years, promising returns have enticed the masses to in-
vest in the stock markets. However, most people do not have the
financial knowledge needed for making investment decisions. Even
seasoned investors find it difficult to grasp all the available informa-
tion. This is primarily due to the ever-changing market dynamics
and information overload. Natural Language Processing based au-
tomated systems are the rescue to such problems. In this paper, we
present the Financial Language Understandability Enhancement
Toolkit (FLUEnT) for processing financial text. It consists of eight
different tools for tasks like hypernym detection, numeral claim
analysis, readability assessment, sustainability assessment, etc. The
objective of the toolkit is to empower the masses and enable in-
vestors in making data-driven decisions. It is open-source under
MIT license and is openly accessible from Colab and HuggingFace.1,

CCS CONCEPTS
• Applied computing → Economics; • Information systems →
Information retrieval; • Computing methodologies→ Infor-
mation extraction.
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1 INTRODUCTION
People who want to invest in stock markets often face various
challenges due to the lack of financial knowledge. The financial
domain is full of complicated concepts and jargons. Committing
minor mistakes while investing can have adverse effect on the re-
turns. Professional investors also get perplexed by the information
overload which inhibits them from making decisions in real-time.
To address these challenges, we developed the Financial Language
Understandability Enhancement Toolkit (FLUEnT) which consists of
eight different tools to cater to the needs of the general people and
the investors. Figure 1 presents an overview of the toolkit and the
functionalities of the constituent tools. We developed four of these
tools. They are marked as 1, 2, 5 and 6 in Figure 1. For the remaining
four tools (marked as 3, 4, 7 and 8 in Figure 1), we leverage existing
open-source models and artefacts. The hypernym detection and

1https://colab.research.google.com/drive/1-KBBKByCU2bkyAUDwW-
h6QCSqWI8z127?usp=sharing
https://huggingface.co/spaces/sohomghosh/FLUEnT
This manuscript is the authors’ pre-print version. It has been accepted at the 6th Joint
International Conference on Data Science & Management of Data (10th ACM IKDD
CODS and 28th COMAD).
https://doi.org/10.1145/3570991.3571067

readable assessment tools aim to enhance the financial literacy of
the masses by providing them with suitable hypernyms (generic
forms) of complex financial words (FW) and helping them to filter
out the easy-to-understand (i.e., readable) content. The other tools
of this toolkit help investors to summarize financial texts (FT) and
understand the sentiment, sustainability, Forward-looking state-
ments (FLS), Environmental, Social, and Governance (ESG) aspects
of sentences present in FT. Furthermore, the claim detection tool
(CD) looks to classify each numeral present in FT as in-claim or
out-of-claim.

Our contributions
We have developed FLUEnT which can empower the investors in
making data-driven decisions and aid in spreading financial literacy.
Subsequently, we have deployed and open-sourced this toolkit1 for
non-commercial use. A live demonstration is available in YouTube2.
The novelty of the system lies in the fact that, like a Swiss knife, it
solves eight different use cases in real-time to empower seasoned
as well as future investors. It intelligently picks up difficult words
and numbers from financial texts and provides users with their
hypernyms and ‘claim’ categories respectively. Moreover, it returns
summary of the entered FT in addition to sentence wise sentiment,
readability, sustainability, ESG and FLS classes.

We expect that the popularity of FLUEnT will grow over time
among professional investors and common people who want to
invest in the stock markets. Governments, policymakers and non-
governmental organizations (NGOs) can use it readily for promot-
ing financial literacy. Above all researchers working in this space
can readily use the tools and libraries for their research.

2 RELATEDWORK
Table 1 presents a list of related tools and their functionalities
alongside FLUEnT. As of July 2022, only 9 out of 12 existing tools
have a User Interface (UI) and only 6 of them are running live.
Most of these tools deal with information extraction and present
few analyses from financial reports. Unlike these tools, FLUEnT
is relatively more comprehensive and it provides eight different
functionalities. As we have two different variations of FinBERT,
namely [3] and [16], we refer to them as FinBERT(a) and FinBERT(b)
respectively. In addition to these tools, there are several proprietary
tools and cloud services like SentiMine3, Augmented Financial
Analyst4, etc. However, discussing them is beyond our scope as
these tools require subscriptions.

2https://youtu.be/Bp8Ij5GQ59I
3https://www.lseg.com/about-lseg/labs/sentimine
4https://yseop.com/solutions/augmented-financial-analyst
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Figure 1: Overview of Financial Language Understandability Enhancement Toolkit

Tools UI Live Functionalities
Financial Term Visualization [29] No No Risk assessment, FT Identification & Visualization from financial reports

FINCHAN [2] Yes No Syntactic & semantic information extraction, & Summarization,
Text-to-speech conversion of financial instant messages

FIN10K [21] Yes Yes Extracts relevant portions from 10-K reports & visualizes risk levels & sentiments of keywords
Financial Chatbot [7] Yes No Document search, Topic extraction & Clustering
RegMiner [30] Yes Yes Extraction & Visualization of restrictions present in regulatory documents
ClimateQA [23] Yes No Extraction of climate related sections from financial reports using question answering

FinBERT(b) [16] No No Sentiment Analysis,
FLS Assessment & ESG Assessment

FedNLP [19] Yes Yes Summarization, Sentiment Analysis, Topic Models, Federal Funds Rate Movement Rate Prediction
EDGAR-CRAWLER [22] No No Extraction of texts from financial reports
FinRead [13] Yes Yes Readability Assessment
FiNCAT-2 [9] Yes Yes Claim Detection
Financial_Analyst_AI [demo link] Yes Yes Voice-to-Text, Summarization, Sentiment Analysis, FLS Assessment, Company Names & Location Identification

FLUEnT [Demo] [Video] [Colab] Yes Yes Keyword & Hypernym Detection, Claim Detection, Summarization, Sentiment Analysis,
Readability Assessment, Sustainability Assessment, ESG Assessment & FLS assessment

Table 1: Comparison of FLUEnT with existing non-proprietary tools

3 CONSTITUENT TOOLS
FLUEnT consists of eight different tools. Inputs, outputs, develop-
ment process, and performance for each of these tools is summa-
rized in Table 2. In this section, we present a detailed explanation
for all of them. We chose the underlying models based on their
performance and availability.

3.1 Hypernym Detection (HD)
Complex terms can be explained easily using their generic forms or
hypernyms. For example, we can explain the FT “alternative deben-
tures” by mentioning it’s hypernym i.e. “it is a kind of bond”. A tool
to detect hypernyms is useful to learn financial jargons effortlessly.
Given an FT, we extract the top three keywords from it using Key-
BERT [15]. Users have an option to look for hypernyms of these
keywords or other FW they manually enter. Chopra and Ghosh
[5] fine-tuned a FinBERT(a) [3] model on the FinSim-3 dataset [18]
using the sentence BERT architecture [27] for financial hypernym

detection. For all the keywords or FW, we use the fine-tuned sen-
tence BERT embeddings to calculate its cosine similarity with a
set of seventeen pre-defined hypernyms. We provide users with
the hypernyms corresponding to the entered financial words only
when their similarity is more than the threshold set by the user
using the slider present in the tool.

3.2 Claim Detection (CD)
Executives try to lure investors by making claims which may not
always be true. The sentence, “In the year 2021, the markets were
bullish. We expect to boost our sales by 80% this quarter.” has two
numerals 2021 and 80%. Among these two, “2020” is ‘out-of-claim’
and “80%” is ‘in-claim’. The CD tool can alert investors by detect-
ing numerals in FT which are ‘in-claim’. For each of the numbers
present in an FT, we extract its BERT-base [6] embedding given a
context window of 6 words before and after it. Subsequently, we use
Logistic Regression to classify it as either in-claim or out-of-claim.
The methodology of the CD tool is described in [11] and [8]. The

https://huggingface.co/spaces/rajistics/Financial_Analyst_AI
https://huggingface.co/spaces/sohomghosh/FLUEnT
https://youtu.be/Sk3PiQdr9Og
https://colab.research.google.com/drive/1-KBBKByCU2bkyAUDwW-h6QCSqWI8z127?usp=sharing
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Tool Input Output Base Models Developer Development Dataset (Size) Performance
HD FW Generic form of each terms SBERT+FinBERT(a) Ours (Ghosh et al.) FinSim-3 (1,050 FW) Accuracy: 0.9170

CD FT Each numeral in FT:
in-claim or out-of-claim BERT-base Ours (Ghosh et al.) FinNum-3 English (10,720 FT) Macro-F1: 0.8238

SM FT Summary of the entire FT PEGASUS Passali et al. Bloomberg articles (2,000 FT) Rouge-L: 18.14

SA FT Each sentences present in FT:
positive, negative or neutral

1) BERT-base
2) DistillRoBerta-base

1) Huang et al.
(finbert.ai)
2) Romero M.

1) Analyst reports of S&P 500
firms (10,000 FT)
2) Financial PhraseBank (4,840 FT)

1) Accuracy: 0.882
2) Accuracy: 0.9823

RA FT Each sentences present in FT:
readable or non-readable FinBERT(a) Ours (Ghosh et al.) FinRAD (13,112 FW definitions) AUROC: 0.9927

SN FT Each sentences present in FT:
sustainable, non-sustainable or none RoBERTa-base Ours (Ghosh et al.) FinSim-4-ESG (2,265 FT) Accuracy: 0.9317

ESG FT
Each sentences present in FT:
Environmental, Social,
Governance or None

FinBERT(b) Huang et al.
(finbert.ai)

Annual & ESG reports
of firms (2,000 FT) Accuracy: 0.895

FLS FT
Each sentences present in FT:
Specific-FLS, Non-specific FLS
or Not-FLS

FinBERT(b) Huang et al.
(finbert.ai)

MD&A sections of annual
reports of Russell 3000
firms (3,500 FT)

Accuracy: 0.853

Table 2: Different constituent tools and their characteristics. FT & FWmeans financial texts & words respectively.

CD model was trained on FinNum-3 (English) dataset [4]. We have
further released two tools FiNCAT [10] and FiNCAT-2 [9] to help
investors in detecting claims present in numerals within FT.

3.3 Summarization (SM)
In today’s fast-moving world, time and money are almost equiva-
lent. With the advent of Big Data, investors are overloaded with
information; they do not have the time to assimilate all the informa-
tion. Thus, the SM tool aims to help them by removing irrelevant
and less relevant facts and providing them with only the necessary
information. We integrated the financial summarizer built by Pas-
sali et al. [25] in our toolkit. The SM tool provides a summary of
the entered FT using the PEGASUS [32] model.

3.4 Sentiment Analysis (SA)
Lately, financial opinion mining has gained huge interest. Some of
the open-sourced models include FinBERT-tone5 (a derivative of
FinBERT(b) [16]) developed by fine-tuning BERT-base [6] on ana-
lyst reports of S&P 500 firms, and distilRoberta-financial-sentiment6
developed by fine-tuning DistillRoBERTa-base [28] on the Financial
PhraseBank dataset [24]. For each sentence in an FT, we evaluate
both these models and produce the label with the greater probability.
The output labels are: ‘positive’, ‘negative’ and ‘neutral’.

3.5 Readability Assessment (RA)
To ensure that the non-investors who want to invest in the stock
market do not get overwhelmed, it is essential to present them
with information which is easy to understand (‘readable’). Since
the formula-based readability scores (like Automated Readability
Index, Coleman Liau index, etc.) do not hold good for the financial
domain, we proposed a new financial readability assessment dataset,
FinRAD [14], and a FinBERT(a) [3] based neural model to classify
definition of financial terms. We use this model to assess whether

5https://huggingface.co/yiyanghkust/finbert-tone
6https://huggingface.co/mrm8488/distilroberta-finetuned-financial-news-sentiment-
analysis

each sentence in the entered FT is ‘readable’ or not. Subsequently,
we have developed a tool FinRead [13] to address this.

3.6 Sustainability Assessment (SN)
Socially conscious investors look for sustainable avenues for in-
vestments. We used the FinSim-4-ESG (shared task 2) [17] dataset
to fine-tune a RoBERTa-base model [20] for classification of each
sentences present in an FT into three classes ‘sustainable’, ‘non-
sustainable’ or none (represented by ‘-’) [12].

3.7 ESG Assessment (ESG)
Investors look for ESG ratings of companies they want to invest
in. It is very tedious to read ESG reports of every organization.
For each sentence in an FT, this tool detects whether it is related
to ‘Environment’, ‘Social’, ‘Governance’ or none. Huang et al.7
developed the underlying model by fine-tuning the FinBERT(b)
model [16].

3.8 FLS Assessment (FLS)
FLS help investors to understand the future conditions of the finan-
cial market. Huang et al. proposed FinBERT-FLS8 for classifying
financial texts as ‘Specific-FLS’, ‘Non-specific FLS’ or ‘Not-FLS’. It
was developed by fine-tuning FinBERT(b) [16] on a set of 3,500
manually annotated financial sentences. We use the FinBERT-FLS
model for classifying each sentence present in the entered FT into
the above mentioned classes.

4 SYSTEM OVERVIEW
In this section, we discuss the underlying technologies and elaborate
the user interface of FLUEnT in details.

4.1 Implementation Details
These constituent models have been trained in PyTorch [26] using
HuggingFace Transformers [31]. We carried out the experiments on

7https://huggingface.co/yiyanghkust/finbert-esg
8https://huggingface.co/yiyanghkust/finbert-fls

https://huggingface.co/yiyanghkust/finbert-tone
 https://huggingface.co/mrm8488/distilroberta-finetuned-financial-news-sentiment-analysis
 https://huggingface.co/mrm8488/distilroberta-finetuned-financial-news-sentiment-analysis
https://huggingface.co/yiyanghkust/finbert-esg
https://huggingface.co/yiyanghkust/finbert-fls
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Google Colab9 (runtime: GPU). The user interface has been created
using Gradio [1] and hosted on Colab and HuggingFace Spaces1.

4.2 Demonstration Interface
The Graphical User Interface (GUI) of FLUEnT primarily consists
of two sections: the inputs (Ref: Figure 2) and the outputs (Ref:
Figure 3. In the input section the user enters an FT in the text-
box above (TB-1) and sets a confidence threshold using the slider.
The GUI also provides a number of examples. On clicking the “Get
Keywords for Hypernym Detection” button, the GUI shows the top
three keywords extracted from the entered text based on KeyBERT
[15]. The keywords are shown in the text-box (TB-2) below. The
user can look for hypernyms corresponding to these keywords. The
user can also alter the contents of this text-box (TB-2) by manually
entering keywords of his/her choice.

Figure 2: Inputs with text-boxes (TB-1, TB-2) and threshold
field marked

The output section consists of eight different tools presented in
four tabs. Each of these tools can be used independently. This saves
time as well as computing resources. At any given time, users can
select any of the four tabs and press a Get button corresponding
to the tool they want to use. The HD tool extracts generic forms
of the FW entered in the TB-2 (or, the extracted keywords). These
hypernyms are presented only when their similarity score is above
the threshold set by using the slider. The CD tool first extracts
numerals from the FT entered in TB-1. Subsequently, it classifies
each of the numerals as ‘in-claim’ or ‘out-of-claim’. The ‘in-claim’
and ‘out-of-claim’ numerals are presented in red and green colour
respectively. The remaining six tools use the FT entered in TB-1

9https://research.google.com/colaboratory/

Figure 3: Outputs (HD, CD, SM, and SA). Similar outputs are
generated for RA, SN, ESG and FLS.

for making predictions. We highlight each of the sentences present
in the FT and mention the predicted categories next to them. This
enhances the usability of FLUEnT.

FLUEnT is available on Google Colab, HuggingFace Spaces1 and
a tutorial video is available2 for the convenience of the users.

5 CONCLUSION
In this paper, we presented FLUEnT, a toolkit that helps in improv-
ing the comprehensibility of complex FT. It performs several tasks
on financial texts, like HD, CD, SM, SA, RA, etc. In future, we want
to add various other features like uploading documents (PDFs) as
input, extracting relevant portions from these documents which re-
lates to finance and then performing various tasks on these portions.
We also want to work on collecting feedback from the users and
develop a browser-based extension that will scan content from the
financial web pages and help investors in understanding it. Another
direction for future work is to develop a multi-task model which
will reduce the overall size of the tool and improve its throughput.
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