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Abstract. In this paper, the two frameworks YOLOv7 and YOLOv8
are compared using two labeled YCB datasets YCB-M and YCB-Video.
We provide an additional dataset, called Robot Domain Dataset (RDD),
to evaluate the performance of the two YOLO frameworks on a new
data domain, to simulate situations were it is not possible to retrain
the models due to a lack of data or time. Furthermore, the impact of
different amounts of training data on performance is observed. For com-
parability, the training and validation pipelines are provided. We were
able to show that both frameworks perform very well on the datasets we
retrained on. But on our new dataset YOLOv7 significantly outperforms
YOLOv8 by 22% mean average precision. The division of the datasets,
the code of the training and validation pipelines, the trained models and
the dataset RDD can be found at https://github.com/iki-wgt/yolov7_
yolov8_benchmark_on_ycb_dataset
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1 Introduction

Manipulation of objects is one of the most important and complex tasks in service
robotics and represents the most substantial interaction a robot can have with its
environment. Many developers are working to find good algorithms and solutions
intended to facilitate the manipulation of objects [3,6]. To better benchmark
these algorithms, the YCB Object and Model set was released in 2015, featuring
a total of 77 household Items [4]. Before a robot can manipulate objects, it first
needs to recognize them, and currently there are hardly any available models
that can reliably recognize the objects of the YCB Object and Model set. Each
year, newer and improved object detection frameworks are released, including
the additions to the YOLO family in 2022 with YOLOv7 [16] and YOLOv8 [12].
The advantage of the YOLO frameworks is their real-time capability and the
low computational power required during the detection process. In this paper,
the two YOLO frameworks are compared in terms of their performance on the
YCB dataset. Two already labeled datasets (YCB-Video [17] and YCB-M [10])
are utilized, covering 21 of the 77 objects. Appendix A show the distribution of
the two datasets and the 21 objects who are covered of the two datasets. The
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comparison is based on various points. First, the influence of different amounts
of data on the two frameworks performance is examined by initially training
and comparing the frameworks with the individual datasets (YCB-M and YCB-
Video) and also with the combination of the two datasets, by putting the datasets
together (See Appendix B). Secondly, the performance is evaluated using test
data for the YCB-M and YCB-Video datasets and additionally a specially own
labeled test dataset from the robotics context, called Robot Domain Dataset
(RDD), which is completely independent of the two datasets. Since the two
datasets can never cover all possible situations, the RDD is used to check how
the two frameworks behave in a new environment. Each model uses the same
training and test pipeline, and no hyperparameters of the respective frameworks
are changed, except for the batch size and epochs, which are determined once
for all models at the beginning. This examines how the two frameworks function
“out of the box.”

2 Related Work

The benchmarks for the two Frameworks are by default, based on the MS COCO
dataset [12,16]. In August 2023, a comprehensive comparison of “YOLO-based
object detection models” titled YOLOBench was published [13]. In this compari-
son, the developers evaluated various YOLO models (from YOLOv3 to YOLOv8)
across four different datasets, on four different hardware platforms, and with
different backbones. The four datasets are the VOC dataset [7], the SKU110k
dataset [9], the MS COCO dataset [14], and the WIDER FACE dataset [13,18].
In June 2023, another comparison of the YOLO frameworks from YOLOv5 to
YOLOv8 in an underwater environment was released [8]. Furthermore, there are
additional comparisons between YOLOv7 and YOLOv8, such as helmet detec-
tion [2] and smoke and wildfire detection [5]. There are no benchmarks compar-
ing the performance of the two models in a robotics context and there are no
YOLOv7 or YOLOv8 models that recognize YCB objects or have been trained
on the two datasets. The most recent model released on the YCB-Video dataset
is a YOLOX model from the "BOP: Benchmark for 6D Object Pose Estima-
tion" [11] Challenge [15]. Therefore, this paper releases the first YOLOv7 and
YOLOv8 models for 21 of the 77 YCB objects. These models are available in
our git repository.

3 Methods

In this chapter, a brief overview of the aspects of YOLOv7 and YOLOv8 relevant
to this paper is provided. This is followed by an explanation of the two datasets
and the Robot Domain Dataset.

3.1 Background

The development of the two YOLO versions (7 and 8) occurred in parallel, as
they were created by different individuals. Both implementations were inspired



YOLOv7 and YOLOv8 Benchmark 3

by YOLOv5 and were released around the same time. This means that a newer
YOLO version does not necessarily indicate better performance. The developers
of YOLOv7 aimed to increase detection accuracy without requiring additional
computing power (inference costs), while reducing the model’s parameters. They
were able to reduce the parameters by 40% compared to other state-of-the-art
models [16]. The developers of YOLOv8 did not publish a paper, their motiva-
tion, goals, and the theory behind their work are not clearly evident [12].

3.2 Model Types

Both models feature various model types, which differ in size and, consequently,
in performance (the more parameters, the better the performance and the higher
the detection time). For example, the YOLOv8n model has only 3.2 million pa-
rameters, while their largest model, YOLOv8x, has 68.2 million parameters, but
the YOLOv8n model is faster in detection. Overall, YOLOv8 has five different
model types which use as input a 640 pixel image size, which is changed by the
framework itself in the preprocess. YOLOv7 originally had the same number,
but in the meantime, they have narrowed it down to just the standard YOLOv7
and YOLOv7x as model types, which use also as input image size 640 pixel. But
YOLOv7 has additional model types that run on an image size of 1280 pixels
[16,12].

3.3 The YCB-Video and YCB-M Dataset

The YCB-Video dataset, with 92 videos and a total of 133,827 frames, is the
largest available labeled dataset of the YCB objects. The dataset contains 21 of
the 77 YCB objects. The creators of the YCB-Video dataset provide a 3D model
for each object, as well as the 6D poses, 2D and 3D semantics, bounding box
labels, and respective depth images per scene. The scenes were recorded with
an RGB-D camera Asus Xtion Pro Live and have a resolution of 640 times 480.
Each scene features between 3 and 5 objects [17]. The YCB-M dataset, in
contrast, consists of 32 labeled scenes with a total of approximately 47 thousand
frames and 20 instead of 21 YCB objects. The objects are the same as those
in the YCB-Video dataset, except for the “Master Chef Can”, which was not
available at the time of recording. Like the YCB-Video dataset, this dataset
also includes 3D models, 6D poses, 2D and 3D semantics, bounding box labels,
and depth images for each scene. A unique feature of this dataset is that the
scenes were recorded with 6 different cameras simultaneously, providing camera
diversity. Each scene features between 3 and 8 objects [10].

3.4 Robot Domain Dataset

As mentioned in Chapter 1, in addition to the test datasets of the YCB-M and
YCB-Video data, a new test dataset, called Robot Domain Dataset is created and
labeled. The test dataset comprises a total of 3 scenes (couch table, table, and
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shelf) with 4 recordings per scene, and in each recording, there are 5 objects, thus
covering all 20 objects. The selection of which objects appear in each recording
is randomized. All scenes are without the Sugar Box, as it was not available
at the time of the recordings. In total, the test dataset contains 259 labeled
images and is recorded with the RGB-D camera Asus Xtion Pro Live, which is
often used in the robotics field. In Appendix C, few example frames from the
test dataset can be seen. The purpose of this dataset is to test the performance
of specific frameworks (here YOLOv7 and YOLOv8) in new environments, with
different backgrounds, different lighting conditions, etc. Often, it is not feasible to
retrain the frameworks on new environments due to a lack of data or insufficient
time. For example, when a service robot is in a different household than the
training environment, or an autonomous car is in a different city. Therefore,
it is interesting to know how the frameworks behave outside of the training
environment, and this is what the Robot Domain Dataset aims to achieve.

4 Experiments

4.1 Metric

In this paper, the MS COCO Metric [1] is used, as it is also utilized in the bench-
marks of YOLOv7 and YOLOv8 [16,12]. The metric includes the AP@[.5:.05:.95],
the PascalVOC metric mAP50, and the strict metric mAP75 [7].

4.2 Training & Validation pipeline

To have a better comparability, the training of each model always follows the
same procedure. For each model, the corresponding existing MS COCO model is
used as a pretrained model. In example, when a YOLOv7x model is trained, the
YOLOv7x MS COCO model is taken as the pretrained model. The performance
improves by approximately 20% mAP when using an MS COCO model as a
pre-trained model compared to not using any pre-trained model, as shown in
Appendix D. Another advantage of using a pretrained model is the time savings
in training, as we only need to retrain an already finished model (even if it is
from a different domain) and thus already achieve good performance in just a
few epochs. For the comparison, the respective X model type of YOLOv7 and
YOLOv8 are used, as they demonstrably deliver better performance. Similar
to the pretrained models, the difference in performance with various YOLOv7
model types was initially tested. Between the standard YOLOv7 model and the
YOLOv7x model, is a difference of 4% mAP . This comparison can be seen in
Appendix E. The training is conducted over 100 epochs, as this is standard for
both frameworks, with a batch size of 40 (maximum gpu usage on our training
server). Subsequently, predictions are made on the respective test data for which
the model was trained and on the Robot Domain Dataset (refer to Section 3.4).
Finally, based on the predictions and the ground truth (GT) labels, the mean
average precision is calculated.
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5 Results

As already highlighted in Section 4.1, the models are evaluated based on perfor-
mance. These are presented in detail in this chapter.

5.1 Model Performance

Table 1 displays the results of the model performance on the corresponding
test dataset. Table 2 shows the results on our own created test dataset (see
Section 3.4). In both tables, the results of the models that performed better on
the respective dataset are highlighted in bold. As shown in Table 1, YOLOv8

Table 1. Benchmark of YOLOv7 and YOLOv8 models (100 epochs, batchsize 40) on
their corresponding Test Dataset

Train/Test Dataset Model mAP mAP50 mAP75

YCB-M YOLOv7x 90.58% 98.43% 96.72%

YCB-M YOLOv8x 91.60% 98.42% 96.74%

YCB-V YOLOv7x 97.45% 99.25% 99.15%

YCB-V YOLOv8x 97.77% 99.25% 99.15%

Combination YOLOv7x 96.63% 99.01% 98.90%

Combination YOLOv8x 97.00% 99.06% 98.91%

performs most of the time better than YOLOv7 on all three test datasets, in
terms of mAP , mAP50, and mAP75. Nevertheless the performance on all test
datasets by all models is very good (at least 90.58% mAP and up to 97.77%
mAP ) and on each dataset YOLOv7 and YOLOv8 thus perform most likely the
same. The biggest difference between YOLOv7 and YOLOv8 is on the combined
dataset with 0.37% mAP . Interestingly, YOLOv7 and YOLOv8 deliver better
results when trained and tested only on the YCB-Video dataset than on the
combined dataset, although the latter contains more and varied data. This is
probably due to the dataset difference between the YCB-M dataset and the
YCB-Video dataset. Since the YCB-Video dataset has significantly more data,
the respective combination models are better trained on the YCB-Video dataset
and thus perform worse on the combination test dataset, as it also contains YCB-
M test data. However, the difference in YOLOv8 performance from the YCB-
Video to the combination dataset is 0.77% mAP , which could also just be noise.
Table 2, on the other hand, indicates that YOLOv7 performs significantly better
on the own created dataset (RDD) with all three models. For the combination
model, with a total of 66.19% mAP , the model is about 22% mAP better than
the YOLOv8 model, and for the mAP50, with a total of 84% mAP , the difference
is about 27%. This suggests that YOLOv7 generalizes better and performs very
well on completely new and different data respectively different environments,
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while YOLOv8 generalizes worse and performs significantly worse across all three
models. The best for YOLOv8 is 44.10% mAP on the combination model, and
the worst is 13.05% mAP on the YCB-M model. Table 2 also clearly shows the
impact of the amount of data on the performance of the models. For YOLOv7,
there is a performance difference of 19.41% mAP between the YCB-M dataset
with 47 thousand images and the YCB-V dataset with about 133 thousand
images, and a performance difference of 23.5% mAP between the YCB-Video
and the combination dataset. A similar pattern is observed with YOLOv8.

Table 2. Benchmark of YOLOv7 and YOLOv8 models (100 epochs, batchsize 40) on
the Robot Domain Dataset

Train Dataset Model mAP mAP50 mAP75

YCB-M YOLOv7x 23.55% 33.37% 29.08%
YCB-M YOLOv8x 13.05% 18.76% 15.00%

YCB-V YOLOv7x 42.69% 60.17% 52.30%
YCB-V YOLOv8x 35.37% 48.77% 43.18%

Combination YOLOv7x 66.19% 84.39% 75.29%
Combination YOLOv8x 44.10% 57.14% 50.97%

6 Conclusion and Future Work

In this paper, the performance of YOLOv7 and YOLOv8 on the YCB Object
and Model set was compared. The comparison was made with the already la-
beled datasets YCB-M and YCB-Video. Various aspects were addressed, such as
the mAP and the influence of different amounts of data. Additionally, a unique
test dataset in the robotic context called Robot Domain Dataset, was created
to observe how the two frameworks behave in a new environment (other back-
grounds, other camera, other lighting conditions, etc.), compared to the two
training datasets. This aspect is particularly important for household robots,
as they constantly find themselves in new environments with each new house-
hold. Models with the MS COCO model as a pretrained model perform about
20% better, and for both frameworks the Model Type X performs the best of
all. See Appendix D and E. We was able to demonstrate that both YOLOv7
and YOLOv8 perform very well on the test data of the two datasets YCB-M
and YCB-Video, with YOLOv8 most of the time performs better or equal to
YOLOv7, as shown in Table 1. We also showed that YOLOv7 performs signifi-
cantly better on the Robot Domain Dataset, with a peak of about 23.5% mAP
performance difference, which speaks to YOLOv7’s better generalization and
that YOLOv7 performs better in new environments. See Table 2 for this.
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7 Appendix

7.1 A

Fig. 1 show the distribution of the two datasets YCB-M and YCB-Video, over
the 21 objects.

Fig. 1. Data Distribution of YCB-Video and YCB-M. The X-axis indicates the name
of each object, the Y-axis shows the frequency of each object in the respective dataset.

7.2 B

Table 3 shows the data distribution of the two datasets, YCB-M and YCB-Video,
across training, validation, and test data.

Table 3. Distribution into Training, Validation and Test dataset per dataset

Dataset Train Val Test

YCB-M 38287 4259 4732

YCB-Video 74967 18788 40181

Combination 113254 23047 44913
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7.3 C

Fig. 2 shows some example frames of the RDD dataset. There are overall 3 scenes
and for each scene are two images shown with different objects.

Fig. 2. Some frames of the test dataset(left: couch table, center: shelf, right: table )

7.4 D

Table 4 shows a comparison of performance between two YOLOv7 models: one
trained without a pretrained model and the other with the MS COCO pretrained
model. Both models were trained for 10 epochs with a batch size of 40.

Table 4. Benchmark between pretrained and no pretrained YOLOv7 model (10 epochs,
batchsize 40)

mAP mAP50 mAP75 Dataset Pretrained Model

0.478 0.681 0.544 Combination None

0.671 0.877 0.778 Combination MS COCO
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7.5 E

Table 5 shows a comparison of performance between two YOLOv7 models types.
One is the YOLOv7 and the other the YOLOv7x model type. Both models were
trained for 10 epochs with a batch size of 40.

Table 5. Benchmark between different YOLOv7 model types (10 epochs, batchsize
40)

mAP mAP50 mAP75 Dataset Model Type

0.671 0.877 0.778 Combination yolov7

0.711 0.909 0.809 Combination yolov7x
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