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ABSTRACT
Multi-dimensional goals can be formalized in so-called quality models. Often, each dimension is assessed with a set of metrics that are not comparable; they come with different units, scale types, and distributions of values. Aggregating the metrics to a single quality score in an ad-hoc manner cannot be expected to provide a reliable basis for decision making. Therefore, aggregation needs to be mathematically well-defined and interpretable. We present such a way of defining quality models based on joint probabilities. We exemplify our approach using a quality model with 30 standard metrics assessing technical documentation quality and study ca. 20,000 real-world files. We study the effect of several tests on the independence and results show that metrics are, in general, not independent. Finally, we exemplify our suggested definition of quality models in this domain.

1 INTRODUCTION
The ISO/IEC 25010:2011 standard [3] describes relationships between software attributes and qualities by a so-called Software Quality Model. It follows the Factor-Criteria-Metric-structure [4], where quality characteristics are defined in terms of sub-characteristics in a tree-like structure. In general, a specific metric does not measure a quality characteristic directly, so we need to combine different metrics to measure a single (sub-)characteristic. Quality models provide a basic understanding what data to collect and which metrics to use. However, it is unclear how the metrics should be aggregated to a single score for a (sub-)characteristic.

Metrics have different units, scale types, and distributions of values, which makes quality assessment challenging [1]. The distribution of values is usually skewed, so well-known aggregation methods, such as mean and median, should not be used. There are efforts to avoid these problems: [7] suggest the use of inequality indices, e.g., the Gini index, and the SQUALE model [5] (and many others) relies on non-parametric statistics. In both these cases, there is no aggregation to a total quality score; something we require. The Gini index cannot identify the unequal part of the distribution and aggregation is only performed on metrics level. The SQUALE model focuses on detecting bad quality and gives no impression of the overall quality.

The aggregation method should provide a sound basis for decision making, which ad-hoc methods do not. Decisions should be aligned with intuitive reasoning, expert knowledge, and common sense based on mathematical grounds to remove uncertainty and subjectivity. To address this, we suggest an automated aggregation approach, where quality scores are as joint probabilities.

2 APPROACH
By definition, each metric is a function and can be treated as a random variable. We assume that values for each metrics are known and without loss of generality, all metrics are defined such that larger values indicate worse quality. We calculate the complementary Cumulative Distribution Function \((1 - CDF)\), and define a metric’s score as the probability of finding another entity with a metric value greater than or equal to the given value. We can now consider the joint probability distribution of several metrics, and each criterion can be expressed as the joint \(1 - CDF\) of all metrics that contribute to the criterion. The factors are expressed as the joint \(1 - CDF\) of their criteria. The aggregation, and quality model in extension, expresses quality as the probability of observing something with equal or worse quality, based on all software projects observed; good and bad quality is expressed in terms of lower and higher probabilities. The quality and its interpretation is the same on all levels of the quality models, from metrics scores to factors. To calculate the joint probability for several metrics, we could use the classical Chain rule. However, if we assume that the domain size of the metrics is \(s\), both time and space complexity are \(O(s^4)\). We can reduce the number of operations required by studying dependencies between metrics. A Bayesian Network (BN) [6] represents a probability distribution factorized along a Directed Acyclic Graph (DAG) where nodes represent events and edges represent dependencies. We model events related to metrics as nodes. The criteria can then be quantified as joint probabilities, and the network shows how these can be calculated efficiently. Statistical analysis of a sample of the actual (metrics) data implies the structure of the network. Once the structure is learned, a quality model can be defined in an understandable, interpretable, actionable, and mathematically sound way; each criteria is defined as joint probability of metrics. A criteria can be considered as an indirect metric, so factors can be modeled the same way.
3 RESULTS
We conducted an experiment to evaluate the proposed approach for quality assessment. We relied on a real-world case where a metrics-based quality model is used to evaluate (systems) documentations. The quality model relies on 31 metrics that are used to evaluate 8 criteria: Cloning issues, Anti-patterns, File complexity, Hierarchy complexity, Language issues, Referential complexity, Text complexity, and Validity issues. The data set evaluated was composed of 116 documentations consisting of a total of 21,121 files. The samples for testing were based on 33 evaluations; a set of 16 metrics were used in 20 evaluations for Document Information Typing Architecture (DITA) structured documentations and a set of 31 metrics were used in 13 evaluations for XML structured documentations.

Dependencies. Independence tests of random variables depend on their distribution and the type of relationship. We applied a number of such tests to the metrics with significance levels 0.01 and 0.05 (cf. Table 1) and found that they cannot be treated as independent variables.

<table>
<thead>
<tr>
<th>Independence test</th>
<th>Number of independent pairs</th>
<th>α = 0.01</th>
<th>α = 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>spearman</td>
<td>11</td>
<td>54</td>
<td>6</td>
</tr>
<tr>
<td>kendall</td>
<td>9</td>
<td>53</td>
<td>14</td>
</tr>
<tr>
<td>mic</td>
<td>8</td>
<td>42</td>
<td>5</td>
</tr>
<tr>
<td>hoefdl</td>
<td>5</td>
<td>120</td>
<td>5</td>
</tr>
<tr>
<td>genest</td>
<td>14</td>
<td>65</td>
<td>10</td>
</tr>
<tr>
<td>las</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total number of pairs</td>
<td>120</td>
<td>465</td>
<td>120</td>
</tr>
</tbody>
</table>

Aggregation. To construct a BN, we need to determine variables that should be modeled, represent these as nodes, decide which nodes should be linked, and construct conditional probability tables for each node. The learning uses the best dependency detection algorithm, chosen from following alternatives. From the set of constraint-based algorithms, we consider Interleaved Incremental Association with significance levels 0.01 and 0.05 to avoid false positives during the Markov blanket detection process. From the score-based algorithms, we consider Hill-Climbing with Bayesian Information Criterion and Log-likelihood scores. From the hybrid algorithms, we considered the more general 2-phase Restricted Maximization algorithm with significance levels 0.01 and 0.05, and the Log-likelihood score. For both DITA and XML data, the score-based algorithm showed the best results. The constrained-based algorithm implementation resulted in undirected graphs, i.e., the conditional tests could not always define the direction of edges and the hybrid algorithm did not represent all dependencies. We constructed 10,000 networks during the learning with retraining and the strength of every possible edge was calculated using the bootstrap approach [2]. We use the Hill-Climbing algorithm with Log-likelihood score. Edges which appear in a minimum of 95% of the networks were retrained and a directed acyclic graph was constructed based on the retrained edges. The quality model is represented as a DAG whose nodes correspond to quality characteristics while edges represent dependencies, cf. Figure 1.

4 CONCLUSION AND FUTURE WORK
Domain experts can easily define an initial intuitive quality model. However, different metrics measure different aspects of quality and our study confirms that metrics are in general not independent. We show that a well-defined and interpretable quality model can be automatically constructed based on an initial intuitive model and sample metrics data. The proposed model has an advantage over deterministic models: it can be empirically validated in a probabilistic sense. This model can then be used to assess the quality of yet unknown artifacts. Learning the Bayesian networks is computationally expensive since it involves both NP-complete and NP-hard problems. Future work will trade the accuracy of the learning approaches for efficiency and evaluate the effects. The proposed approach and many of the metrics could easily be applied to an arbitrary software project. We will evaluate the effectiveness of the approach using other cases. We assume that larger values indicate worse quality in this paper, but this is not a limitation since we can transform metrics values to have this property. We do not consider aggregation of scores along the structure of the artifacts, e.g., from classes to packages. We are convinced that our approach supports this in combination with the aggregation we presented, but we need to show and evaluate it using real-world data.
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