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Abstract—In order to explore the method of sentiment classification of Chinese text, this paper takes the Chinese comments of financial sector as the main research object and carries out text sentiment classification tasks. This paper proposes to initialize the word embedding with dictionary, to solve the problem that some words have opposite sentimental tendencies but similar distributed representation. Three commonly used evaluation indexs and their average value (AvgScore), the accuracy of classifier, the average recall rate and MacroF1, were given to evaluate the model. Through comparative analysis to explore the factors that influence the effect of classifier, this paper uses CNN, LSTM, GRU as the substructer and constructs a total of 9 models with different structures and depths for comparative study. Based on the top three models on AvgScore, this paper studies the method of initializing the word embedding with sampling and random perturbation technique. The results show that the sampling technique has the greatest impact on the classifier effect. Among the different sampling techniques, Avg Score difference by 1.1% to 38.3%. The best results can be obtained from the mix use of down-sampling technique in majority and few oversampling technique. The classifier obtained by word embedding with sentiment dictionary is better than using other word vectors. Its highest accuracy rate, MacroF1, Avg Score respectively are 82.37%, 77.26% and 77.62%, and the other highest are 82.19%, 76.73%, 77.08%. In this paper, the top three classifiers with the highest Avg Score are selected to build the classifier in ensemble approach. The accuracy of the final ensemble method classifier is 84.00%, the average recall is 74.58%, the Macro F1 is 79.50%, and the Avg Score is 79.36%.

Index Terms—text classification, sampling method, word embedding initialization method, Ensemble methods, imbalanced sample classification.

I. INTRODUCTION

Text sentiment classification, also known as text sentiment analysis, is an important subfield in natural language processing. It is the analysis, processing, induction and reasoning of subjective text with sentimental color. As network is more and more popular, people always like to publish their comments on some products on the web. These comments tend to have strong sentimental tendency, which is important for companies to improve their products and services. sentimental analysis techniques are also used in government work such as public opinion tracking and security supervision.

Text sentiment classification usually involves testing a text whether it expresses a positive, negative or neutral sentiment; However, in earlier studies, the dichotomy task of text sentiment was generally used because it is much more difficult to classify text sentiment into multiple categories than two categories. On the SemEval:2017:task4([1]) of the International Cognitive Semantics Conference, the average recall rate of tweets can be as high as 88.2%[2], but the maximum is 68.1%[2] when the same text is triaged.

In dealing with the Chinese analysis of sentiment,[3] divided Chinese sentiment analysis research into two categories: The monolingual and the bilingual approach. The former directly carries out the task of sentiment analysis on Chinese, while the latter uses machine translation technology to translate Chinese into English, and then uses mature English sentiment analysis model to conduct the task of sentiment classification. For example, [4] used Google translation to translate Chinese into English, and used the attention-based LSTM model, achieving an accuracy of 82.4% in the task of classifying Chinese text. On the other hand, the previous studies can be divided into rule-based and learning-based methods. Rule-based methods can often achieve a high effect [5], but this requires an sentiment word dictionary and semantic rules defined by experts, which requires a lot of priori knowledge, and sentimental dictionaries and semantic rules set for specific areas may not be transferable to other areas [6]. The learning-based method only needs to build a new training set when the task changes and retrain the model. With the advent of the era of Web2.0, the acquisition of data
sets becomes easier, and the tagging of data labels can be completed by ordinary and cheap labor in a short period of time. With the continuous improvement of computing ability, the deep learning model is more and more widely used in the task of text sentiment classification.

In order to explore the method of Chinese text sentiment classification, this paper takes the Chinese commentary of financial marketing activities as the main research object and constructs the deep learning model of quantifying words to complete the task of three-way classifying text sentiment. The organizational structure of this paper is: section II introduces the composition of data set, section III introduces text preprocessing, section IV introduces the main structure of the model, section V introduces the comparative experiment and experimental results in this paper, and section VI summarizes the experimental results.

II. Data set

The data set used in this study is provided by the organizing committee (PAC)\(^1\) of the 2017 Parallel Application Challenge hosted by Intel(China). It is the user comment data of the financial, social, BBS and application webpages that baidu serves as the portal. The final sample distribution is shown in Table I.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Positive</th>
<th>Neutral</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Data</td>
<td>525(5.94%)</td>
<td>80663(91.27%)</td>
<td>2462(2.79%)</td>
</tr>
<tr>
<td>Test Data</td>
<td>985(29.63%)</td>
<td>1988(59.81%)</td>
<td>351(10.56%)</td>
</tr>
</tbody>
</table>

It can be seen from Table I that the proportion of "positive" tag samples in this training set is 5.94%, that of "negative" tag samples is 2.79%, and that of "neutral" tag is 91.27%. There is an obvious unbalanced sample distribution problem. The proportion of samples labeled "positive" in the test set was 29.63%, that of samples labeled "neutral" was 59.81%, and that of samples labeled "negative" was 10.56%.

To test the model effect, PAC provides a test set. It’s not hard to see that the sample distribution of the test set and the training set is very different by comparing test set and training set. In this study, there is a feature space inconsistency between test set and training set, so it is very necessary to solve the unbalanced distribution of training samples.

III. Preprocessing

This section introduces the text pretreatment process, mainly including the word segmentation, word vectorization and data sampling. After preprocessing stage, the text sequence of data sample is transformed into a digital sequence that can be identified by a machine.

A. Word Segmentation

Since Chinese is composed of Chinese characters, there is no natural separator to divide sentences into words. If the natural language processing task need to use quantified words, the sentence should be divided into multiple words first. The paper uses the jieba participle tool\(^2\), which has a better effect. [7], [8] also chose to use jieba for Chinese word segmentation.

In response to cacography, slang, informal abbreviations, indirect expressions, etc., a user-defined dictionary was added when the jieba word segmentation tool was invoked.

B. Word Vectorization

[7] studied the text classification effect of different encoding methods in Chinese, Japanese and Korean, and the results showed that word-level coding could still achieve better results without good word segmentation. Therefore, this paper studies the task of text sentiment classification in a lexical quantitative way. The initialization of word vector can be obtained by training unlabeled data sets through word2vec\[^9\].

Corpus: The unlabeled data set is mainly composed of Chinese wikipedia corpus (2017.07.20). The corpus has 1.5GB Chinese text, covers topics in various fields, and has the latest Internet vocabulary, such as "Dama", "mystic energy", "spectators" and so on. It is a relatively comprehensive and cutting-edge corpus.

Word Embedding Initialization with Sentiment Dictionary: In previous studies, word vectors are often initialized in two ways: use Word2vec for training and random generation. [10] also compared the two initializations, and the results showed that the word-embedding effect through training was better than randomly generated. The word vector obtained through training can well represent the relation between words, and the cosine similarity of grammatically similar words is high. But because of this, two words that describe the same subject but opposite poles of sentiment will result in the other words in the context are similar, which can lead to similar word embeddings, because of the same syntax structure and description body. According to the test, about 0.79 of the ten most similar words for each positive sentiment word on average trained by Word2vec were negative sentimental words(positive and negative words were obtained from the sentiment dictionary), which showed that some words were of opposite sentimental polarity but similar word vectors. In order to solve this problem, this paper proposes a method to construct new word vectors by combining sentiment dictionary: Using the sentiment dictionary of Taiwan university\[^11\] to construct new word vectors through the "90+10" mode. That is, 90 dimensions of the word vector are acquired through training, and the other 10 dimensions are obtained through the sentiment dictionary. If a word

---

2. https://github.com/fxsjy/jieba
appears in positive sentimental dictionary, then its 10 dimensions of sentiment will be taken a random value near 1. If it is in the negative sentimental dictionary, its sentimental degree will take a random value near -1. If not, take a random value near 0.

**C. Sampling Method**

In the training set, only 5.94% of the samples labeled "positive" and only 2.79% of the samples labeled "negative". Without any sampling performed on the training set, "positive" and "negative" samples will be treated as noise filtering. It is very bad that the classifier will eventually classify all samples as "neutral". So it is necessary to reconstruct the data set.

Many scholars have studied the imbalance of data sets[12], [13], [14], [15]. SMOTE(Synthetic Minority Oversampling Technique)[[14] is widely used in the processing of data imbalance samples. SMOTE does not apply here. Storing word vector index is much more efficiently than store the term vectors. To Use SMOTE technology, the preprocessed samples must be transformed from word vector index to word vector index. The time and storage cost will become huge.

Oversampling of the majority and undersampling of the minority[[15] is also widely used in deep learning. In order to avoid the possible overfitting problem caused by simply copying samples, a random perturbation method is proposed to make the difference between the duplicated samples.

### IV. Model

CNN, LSTM, GRU and other network structures have been widely used in NLP tasks. [16] combined CNN and LSTM, constructed the CNN-LSTM model and carried out the Multi-Dimensional sentiment analysis task, obtained the effect of root mean square error (RMSE) of 0.874. In this paper, these neural network structures commonly used in natural language processing tasks are taken as substructures, and models with different combinations and different depths are constructed. These models are evaluated and analyzed to find the most suitable models for Chinese text sentiment classification.

**CNN:** Convolutional neural networks (CNN) has been widely used in computer vision [17], [18], natural language processing [10]. According to [18], this paper uses the CNN structure with Dropout and ReLU, which is mainly composed of convolutional layer, pooling layer and fully connected layer. In the convolution layer, the convolution kernel size is set to 5x1, and in the pooling layer, the kernel size is set to 4x1.

**LSTM:** Long short-term memory term is a kind of special recurrent neural networks, which was first proposed in 1997[19]. It is one of the most commonly used structures in text sentiment classification. LSTM reads features by forward from f1 to fi, ultimately generates annotations $H = (h_1, h_2, ..., h_T)$, where $h_i$ is the hidden state when time-step is i. $h_i$ summarizes all information from $f_1$ to $f_i$. Bidirectional Long short term memory (BiLSTM) is a variant of LSTM[20], in BiLSTM, $h_i = \frac{1}{2} [h_i + \hat{h}_i]$

**GRU:** [21] proposed the Gated Recurrent Unit (GRU), makes each regular unit adaptively to capture the dependencies of different time scales. Like LSTM unit, GRU has a door control unit that regulates the internal information flow of the unit, but no separate storage units.

**Attention:** Attention-based model has been widely used in the task of text sentiment classification [4], [22]. Not every word in a sentence expresses sentiment equally. The attention mechanism is used to find out the relative contribution of each word and assign the weight of ai to each word. Finally, the weight of all words is calculated. In form:

$$
\begin{align*}
    e_i &= \tanh(W_i h_i + b_i), \quad e_i \in [-1, 1] \\
    a_i &= \frac{\exp(e_i)}{\sum_{t=1}^{T} \exp(e_t)}, \quad \sum_{t=1}^{T} a_i = 1 \\
    r &= \sum_{t=1}^{T} a_i h_i, \quad r \in \mathbb{R}^L
\end{align*}
$$

### V. Experiments

The experiment was carried out on Intel’s open source framework BigDL. Intel(R) Core(TM) i7-6900k CPU in parallel with 8 CPUs was used for training and testing. All model trainings have Adam[23] as the optimizer. Max-expoch is set to 6 and batch sizes are 128. The loss function is cross-entropy error of supervised sentiment classification. 1/4 samples of the training set are extracted as validation set.

Semeval-2017 [1] presented three evaluation indexes, macro averaged recall(AvgRec), Accuracy, macro averaged f1-score (Macro-F1), and AvgRec was used as the main evaluation index. The number of "positive" and "negative" samples in this test set is not large enough, and the gap of the smaller number of samples, which can accurate predict "positive" or "negative", will have a greater impact on AvgRec. Therefore, The average scores(Avg Score) of AvgRec, Accuracy and Macro-F1 are given in this paper, which is expected to provide a stable reference value for the model.

$$
\begin{align*}
    \text{AvgRec} &= \frac{\text{Recall}_{\text{Positive}} + \text{Recall}_{\text{Neutral}} + \text{Recall}_{\text{Negative}}}{3} \\
    \text{F1 - Score} &= 2 \times \text{Precision} \times \text{Recall} \quad \frac{1}{F} \\
    \text{MacroF1} &= \frac{\text{F1}_{\text{Positive}} + \text{F1}_{\text{Neutral}} + \text{F1}_{\text{Negative}}}{3} \\
    \text{AvgScore} &= \frac{\text{AvgRec} \times \text{Acc} + \text{MacroF1}}{3}
\end{align*}
$$

Precision is the percentage of accurately predicted instances of this class divided by all instances that are predicted to be this class, and Recall is the ratio of the accurately predicted instances of the class divided by the instances of the class in the data set.

#### A. Model comparison

The effects of different structures, different depths, one-way or two-way circulatory neural networks on the model were compared. Table II shows the results of different models. In the single-structure model, the accuracy of
TABLE II
Test results for different models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>AvgRec</th>
<th>Macro F1</th>
<th>Avg Score</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>81.17%</td>
<td>72.02%</td>
<td>76.35%</td>
<td>76.51%</td>
<td>4min 56s</td>
</tr>
<tr>
<td>LSTM</td>
<td>80.39%</td>
<td>71.98%</td>
<td>75.41%</td>
<td>76.06%</td>
<td>5min 33s</td>
</tr>
<tr>
<td>GRU</td>
<td>79.15%</td>
<td>69.44%</td>
<td>73.82%</td>
<td>74.14%</td>
<td>42min 40s</td>
</tr>
<tr>
<td>CNN-CNN</td>
<td>82.04%</td>
<td>73.55%</td>
<td>77.26%</td>
<td>77.62%</td>
<td>8min 38s</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>79.72%</td>
<td>70.95%</td>
<td>74.26%</td>
<td>74.98%</td>
<td>49min 12s</td>
</tr>
<tr>
<td>CNN-GRU</td>
<td>77.83%</td>
<td>69.05%</td>
<td>72.67%</td>
<td>73.18%</td>
<td>34min 34s</td>
</tr>
<tr>
<td>CNN-CNN-CNN</td>
<td>82.37%</td>
<td>71.96%</td>
<td>77.01%</td>
<td>77.12%</td>
<td>9min 48s</td>
</tr>
<tr>
<td>CNN-LSTM-LSTM</td>
<td>79.06%</td>
<td>69.84%</td>
<td>74.19%</td>
<td>74.36%</td>
<td>1h 27min 40s</td>
</tr>
<tr>
<td>CNN-LSTM-GRU</td>
<td>79.87%</td>
<td>70.25%</td>
<td>74.42%</td>
<td>74.85%</td>
<td>1h 23min 12s</td>
</tr>
</tbody>
</table>

Table III
Distribution of different sampling methods

<table>
<thead>
<tr>
<th>Sampling method</th>
<th>Positive</th>
<th>Neutral</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>No sampling</td>
<td>3931(5.91%)</td>
<td>60753(91.39%)</td>
<td>1796(2.70%)</td>
</tr>
<tr>
<td>Undersampling</td>
<td>3932(33.18%)</td>
<td>6070(51.22%)</td>
<td>1848(15.59%)</td>
</tr>
<tr>
<td>Mixing sampling</td>
<td>34357(31.69%)</td>
<td>45472(41.94%)</td>
<td>28581(26.36%)</td>
</tr>
<tr>
<td>Oversampling</td>
<td>51035(31.05%)</td>
<td>60671(36.92%)</td>
<td>52634(32.03%)</td>
</tr>
</tbody>
</table>

CNN, LSTM, and GRU respectively are 81.17%, 80.39%, and 79.15%, AvgRec are 72.02%, 71.98%, and 69.44%, Macro-F1 are 76.35%, 75.81%, and 73.82%, and Avg Score are 76.51%, 76.06%, and 74.14% respectively. Compared with other structures, CNN structure is more suitable for the task of sentiment classification in this paper. The model obtained the highest accuracy (82.37%). The CNN-CNN model obtained the highest average recall rate (73.55%), MacroF1(77.26%) and Avg Score(77.62%). The three models with the highest Avg Score are CNN, CNN-CNN and CNN-CNN-CNN.

B. Sampling method

Table III describes the distribution of three Positive, Neutral and Negative kinds of samples, under the condition of no sampling, undersampling, mixing sampling and oversampling.

Figure 2 describes the training process and training results when the training set is not sampled. At the beginning of training, Loss dropped rapidly and reached a lower value. However, Loss has been floating around 0.2 since then, and there is no significant downward trend. As can be seen from heatmap, no matter what the input is, the model will be classified as “neutral” in the prediction process, and Positive and Negative have been filtered out as noise.

The consequence of unsampling is that Loss falls too fast and leads to local optimum, while undersampling is Loss drops slowly and the model is under-fitting, resulting in low performance of classifier. The Loss of oversampling, and simultaneous oversampling and undersampling is relatively normal. By comparing the heatmap in Figure 2c and Figure 2d, it can be seen that the simultaneous oversampling and undersampling are the best.

C. Word Embedding Initialization method

Comparing the models constructed by three word embedding, the random initialization word embedding, corpus word embedding and word embedding combined with the sentiment dictionary, and model structure by CNN, the CNN - CNN, CNN-CNN-CNN, the results are shown in Table V. It can be seen that in combination with sen-
The result is shown in Table VI without using the Random Perturbation Technology.

### TABLE IV
RESULT OF DIFFERENT SAMPLING METHODS

<table>
<thead>
<tr>
<th>Sampling method</th>
<th>Accuracy</th>
<th>AvgRec</th>
<th>Macro-F1</th>
<th>AvgScore</th>
</tr>
</thead>
<tbody>
<tr>
<td>No sampling</td>
<td>0.5981</td>
<td>0.3333</td>
<td>0.2495</td>
<td>0.3935</td>
</tr>
<tr>
<td>Undersampling</td>
<td>0.7674</td>
<td>0.7171</td>
<td>0.7122</td>
<td>0.7323</td>
</tr>
<tr>
<td>Mixing sampling</td>
<td>0.8204</td>
<td>0.7355</td>
<td>0.7726</td>
<td>0.7762</td>
</tr>
<tr>
<td>Oversampling</td>
<td>0.7990</td>
<td>0.7197</td>
<td>0.7476</td>
<td>0.7555</td>
</tr>
</tbody>
</table>

### TABLE V
RESULT OF WORD EMBEDDING INITIALIZATION METHOD. THE "SPECIAL" MEANS USING SENTIMENT DICTIONARY TO INITIAlIZE.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>AvgRec</th>
<th>Macro F1</th>
<th>Avg Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(Special)</td>
<td>0.8116</td>
<td>0.7202</td>
<td>0.7635</td>
<td>0.7651</td>
</tr>
<tr>
<td>CNN(Normal)</td>
<td>0.8039</td>
<td>0.7278</td>
<td>0.7523</td>
<td>0.7613</td>
</tr>
<tr>
<td>CNN(Rand)</td>
<td>0.7966</td>
<td>0.7207</td>
<td>0.7550</td>
<td>0.7575</td>
</tr>
<tr>
<td>CNN-CNN(Special)</td>
<td>0.8204</td>
<td>0.7355</td>
<td>0.7726</td>
<td>0.7762</td>
</tr>
<tr>
<td>CNN-CNN(Normal)</td>
<td>0.7897</td>
<td>0.7319</td>
<td>0.7352</td>
<td>0.7522</td>
</tr>
<tr>
<td>CNN-CNN(Rand)</td>
<td>0.7963</td>
<td>0.7211</td>
<td>0.7521</td>
<td>0.7565</td>
</tr>
<tr>
<td>CNN-CNN-CNN(Special)</td>
<td>0.8237</td>
<td>0.7196</td>
<td>0.7701</td>
<td>0.7712</td>
</tr>
<tr>
<td>CNN-CNN-CNN(Normal)</td>
<td>0.8189</td>
<td>0.7262</td>
<td>0.7673</td>
<td>0.7708</td>
</tr>
<tr>
<td>CNN-CNN-CNN(Rand)</td>
<td>0.8219</td>
<td>0.7174</td>
<td>0.7647</td>
<td>0.7680</td>
</tr>
</tbody>
</table>

Sentiment dictionary word embedding obtained the optimal results.

### TABLE VI
RESULT OF ENSEMBLE METHODS. MEANING ‘NONE’ IS NOT USED RANDOM PERTURBATION TECHNOLOGY. ‘MIXED’ IS A MIXTURE OF OVERSAMPLING AND UNDERSAMPLING

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>AvgRec</th>
<th>Macro F1</th>
<th>Avg Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(Oversampling)</td>
<td>0.8222</td>
<td>0.7309</td>
<td>0.7733</td>
<td>0.7755</td>
</tr>
<tr>
<td>CNN-CNN(Mixed)</td>
<td>0.8204</td>
<td>0.7355</td>
<td>0.7726</td>
<td>0.7762</td>
</tr>
<tr>
<td>CNN-CNN(None)</td>
<td>0.8273</td>
<td>0.7314</td>
<td>0.7757</td>
<td>0.7781</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.8400</td>
<td>0.7458</td>
<td>0.7950</td>
<td>0.7936</td>
</tr>
</tbody>
</table>

Accuracy, AvgRec, Macro F1, Avg Scores are 1% to 2% higher than a single model.

### VI. CONCLUSION

This paper takes the Chinese commentary of financial marketing activities as the main research object to explore the method of Chinese text sentiment classification task. The Avg Score of Accuracy, AvgRec and Macro F1 were used as the main evaluation indicators to evaluate models of different structures. Among the 9 models with different depth composed of CNN, LSTM and GRU, the CNN-CNN model has the best effect. In RNN structure, using bidirectional structure is not good. In data set reconstruction, the best results can be obtained by using both majority oversampling and minority undersampling techniques. When oversampling and copying samples, generating random perturbation can give better results to some models. The effect of random perturbation technology is not obvious, and the range of random perturbation may need to be further determined through research. When the word embedding is initialized, the word embedding combined with sentiment dictionary proposed in this paper can achieve a better effect. Taiwan university has released the
dictionary they researched[11]. In the past ten years since
its emergence, there have been many online buzzwords
expressing sentiment, such as facial expressions, etc. In
the future work, the sentiment dictionary can be updated
to play a greater role.
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