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Abstract— Enhancing human-machine interaction is critical to aerospace applications. An essential requirement in safety critical systems is the clear need to guarantee trustworthiness of a system as well as V&V (Verification and Validation). However, the current state of the art concerning decision support systems lacks effective tools in this area. The Coherence Function Package, introduced in this research, is a tool towards providing assurance that the action needed has the approval of both the human and the machine in terms of SAFETY. These algorithms shed light on the future of an Explainable Artificial Intelligence (XAI, [1]), that fosters a synergy between these two factors. This vital requirement that has been further underscored after the tragic events of the Boeing 737 Max 8 crashes [2]. Preliminary results show that the proposed approach is not only able to detect any errors in the system, it also assists in circumventing conflicts leading to incoherence and suggests a preferred solution in real-time.
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I. INTRODUCTION

A. Problem

Human-machine interaction malfunctions represent a paradigm of catastrophic failure in Typical Civilian Aircrafts (TCAs).

B. Main Purpose

Offer an effective approach to address this class of problems using AI to improve trust and overall fault tolerance.

C. Approach

A tool that combines the information of both user and software to resolve any possible errors in the interaction. The algorithms of this package use the principles of tautologies to make relational chains that determine the veracity of all system inputs. This technique has been benchmarked with a simple yet realistic scenario to test the impact that it’s integration in real life would have on the selected system. It has been chosen to examine the applicability of the proposed approach to a TCA.

II. RELATED WORK

Artificial Intelligence (AI) has previously been used for handling unexpected circumstances in the Guidance Navigation and Control (GNC) of the aircraft [3]. Moreover, fully developed Automated Human-Machine Interfaces (HMIs) are currently integrated on-board many off-the-shelf products. In [4], a special application of HMIs is considered for the Remotely Piloted Aircraft System (RPAS). Similarly, the use of Cognitive HMI for Single Pilot Operations (SPOs) is discussed in [5]. There are various the advancements done in the field of coherence and verification of decision making. In [6] Symbolic Model Checkers (SMCs) are used to verify the transition relationships that define the model. If a certain property is not correct according to the SMC, the system will return a counterexample and provide the necessary information about the failure.

III. THEORETICAL BACKGROUND

In the present study, all statements are identified with capital letters. In the same way, an implication involves the presence of at least two statements, cause and effect. A possible straightforward implication for the case of the TCA could be the following: “Anti-stall system specification: Nose Up → Action to take: Nose Up”

The use of “⇒” refers to an implication, whereas the use of “⇔” expresses an equivalence, or so to speak a double-sided implication. Identifying all the individual statements and the explicit implications of a complex system like the TCA can be cumbersome, especially in those that have a large number of degrees of freedom. But it is precisely in those systems in which this Coherence Package or any AI plays a key role, where the Classic Control Theory is no longer applicable, and it is needed a much more elaborated network of implications and equivalences. The core algorithm of the software is based in the use of four simple tautologies, shown below. A tautology is so to speak an unconditional truth, a theorem, or a pillar on which all the code is based. For the reference, the use of $\bar{A}$ expresses the opposite action/statement to the one specified by $A$.

\[(A \rightarrow B) \land (B \rightarrow C) \rightarrow (A \rightarrow C) \quad (1)\]

\[(A \rightarrow B) \land (B \leftrightarrow C) \rightarrow (A \rightarrow C) \quad (2)\]

\[(A \leftrightarrow B) \land (B \rightarrow C) \rightarrow (A \rightarrow C) \quad (3)\]

\[(A \leftrightarrow B) \leftrightarrow (\bar{A} \leftrightarrow \bar{B}) \quad (4)\]
IV. METHODOLOGY

The Coherence Package uses a learning process to create all the implicit information that is hidden inside a certain statement. To differentiate between the input introduced in the system and the learned-input, or extended version of this, the word “ext” is used. Hence, a matrix called $A$ collects all the implications specified in the original statement (explicit sub-statements), and a different matrix $A_{ext}$ complements the former by using the four tautologies mentioned, obtaining thus the extended version of $A$ (explicit and implicit sub-statements). In the same way the matrix $B$ contains the equivalences shown in the original statement, and $B_{ext}$ the deduced equivalences. The programming that lies behind this software involved the use of several layers to gradually approach the problem. Perhaps the highest difficulty of such coding was the use of the recursive functions needed to verify the current status of the evolution of the learning process. But after obtaining both $A_{ext}$ and $B_{ext}$, the truth or coherence of the original statement can be validated immediately. Resulting into a simple problem of spotting any misalignments in the decision.

V. PRELIMINARY RESULTS

Currently, the computer science community strives to search for an upgrade of the current methods for the Guidance Navigation and Control of complex aircrafts. The GNC Logic of a TCA posed a challenging scenario to test the algorithms. The data for the realistic scenario considered was extracted from [7]. For the testing, a reduced problem of 24 statements was considered for the display of results, and a more complex one of 108 statements to validate performance. In the next figures, the input implications and individual statements have been plotted on the left. Finally, on the right representation of the figure, it can be observed how the derived (implicit and explicit) implications and the combination of statements leads to an incoherence, since several statements and their opposites are taking place.

The Coherence Package was not only able to spot the errors, but it did also correct them immediately for both the simple and complex cases considered. Such correction implied suppressing the minimum amount of linkages so that the resulting new version of primal implications are coherent. A result that remarks even more the importance of this software, since its integration in an on-board computer could perhaps make a major change in the outcome of a possible HMI malfunction. The case studied is set apart from regular AI, since it has the value of reliability and fault tolerance. The ability to determine how vulnerable a certain system.
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