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Abstract. The use of keyphrases is a common oratory technique in
political discourse, and politicians often guide their statements by recur-
rently making use of keyphrases. We propose a statistical method for ex-
tracting keyphrases at document level, combining simple heuristic rules.
We show that our approach can compete with state-of-the-art systems.
The method is particularly useful for the study of policy preferences and
issue competition, which relies primarily on the analysis of political state-
ments contained in party manifestos and speeches. As a case study, we
show an analysis of Portuguese parliamentary debates. We extract the
most used keyphrases from each parliamentary group speech collection
to detect political issue emphasis. We additionally show how keyphrase
clouds can be used as visualization aids to summarize the main addressed
political issues.

Keywords: Keyphrase Extraction · Political discourse · Information
Retrieval .

1 Introduction

In recent years, the study of policy preferences and issue competition has in-
creased considerably [26,27,38,16,17,42,43,22]. To identify what issues political
actors emphasize or de-emphasize and what their policy priorities are, scholars
have engaged in collecting and coding large quantities of text, from speeches to
manifestos [17,42,43].

The assumption is that political actors’ statements are a more accurate ac-
count of where they stand on a particular issue than actual behavior. With such
growing interest in issue competition and policy preferences, several methods
have been developed to analyze large amounts of qualitative data systemat-
ically. [16,17,42]. Traditionally, these works rely upon human annotated text
data, in particular, words and sentences (or quasi-sentences) coded into issue
categories. One example vastly used by scholars is the Comparative Manifesto
Project (CMP) 3 that makes available party manifestos annotated into a restrict
code system, which informs about political issue addressing within the texts.

3 https://manifesto-project.wzb.eu

https://manifesto-project.wzb.eu


One problem with this type of data is that party manifestos are limited
in time and written once every election. Studies about internal dynamics of
each parliamentary groups during the legislative term, party reaction to relevant
political events or the constant action/reaction of the party agenda with the
media own agenda, are not possible to be developed using the party manifestos
only. In [17] the authors overcome this problem using parliamentary activities,
such as questions to the government and parliamentary debates. However, the
authors had to implement a coding system and perform human codding. For
larger parliaments, with a high volume of daily activity, this manual annotation
can be highly costly.

Politicians often guide their statements by recurrently making use of keyphrases.
The wise use of keyphrases is a common oratory technique in political discourse
that allows political actors to transmit the most important ideas associated with
their political position. The identification of relevant keyphrases used in political
texts can help to synthetically frame political positions and identify the relevant
topics addressed by a politician or political group agenda. With today’s massive
electronic and public data, such as parliament debates, press releases, electoral
manifestos or news media articles, several studies focused on the development of
statistical algorithms that extract relevant information from large-scale political
text collections [18].

In the present work, we propose to use the keyphrase framework to identify
attention given by politicians. We offer a simple method that automatically ex-
tracts the most relevant keyphrases associated with a political text, such as given
speech, a public statement or an opinion article. We show that using a combina-
tion of simple text statistical features is possible to achieve results that compete
with alternative state-of-the-art methodologies. We evaluate the method per-
formance with annotated corpora typical used to assess the Natural Language
Processing task of Keyphrase Extraction. We additionally show a case study
where we apply the proposed methodology to a corpus composed by a collection
of speeches given during the plenary sessions of the Portuguese Parliament and
propose a visualization scheme using a word cloud.

2 Related work

Automatic extraction of keyphrases is usually divided into two main branches:
supervised and unsupervised. Within the unsupervised approaches, there are
two main frameworks commonly used: graph-based and topic cluster. The first
approach was originally proposed with TextRank algorithm [33]. TextRank gen-
erates a graph form a text document, where each node is a word and each
edge a co-occurrence. Centrality measures, such as PageRank [36], are used to
score each word and build a ranking system of keyphrases. More recent graph
methods are SingleRank [44] that weight the graph edges with the number of
co-occurrences, and SGRank [12] that combines several statistical features to
weight the edges between candidates of keyphrases. Regarding topic clusters,
methods such as KeyCluster [29] and CommunityCluster [19] cluster candidates



to keyphrases semantically similar, resulting in topic clusters. TopicRank [8] is
also a relevant work, by joining these two approaches and generating a graph
with topic clusters. More recent works use word embeddings framework [34]. One
example is [45] where the authors use a graph-based approach and weight the
edges with the semantic word embeddings distances. In a more recent work [3]
it is proposed to use the semantic distance between the full document and the
keyphrases representation, using Sent2Vec [37]. This latter method, named by
the authors as EmbedRank, represents the current state-of-the-art performance
for extraction systems.

Supervised methodologies use annotated data to train statistical classifiers
using syntactic features, such as part-of-speech tags, tf-idf and first position
[23,15,35]. Also, works such as [31,30] incorporate additionally external semantic
information extracted from Wikipedia.

All these methods extract keyphrases present in the texts. Nevertheless,
datasets commonly used to evaluate keyphrase extraction systems contain hu-
man annotated keyphrases not present in the documents. Some recently some
works have dedicated special attention to generative models, where the extracted
keyphrases are not necessarily present in the texts, but generated on-the-fly. Ex-
amples of works are [10,32], where the authors use a neural networks deep learn-
ing framework to generate relevant keyphrases. For some annotated datasets,
the performance of these systems improved the current state-of-art results for
extraction systems. We note that in the present work we propose a method that
extracts keyphrases present only in the input text.

In respect to political issues analysis, recent works have intensely used CMP
framework to signal the political issues from the analyzed corpora. In [16] the au-
thors use CMP to analyze several Western European party manifestos since 1950
to study how issue priorities evolved with time. In [17] the authors propose a
model to frame the issue competition between parliamentary groups, using Dan-
ish parliament activity data; and in [42] questions from Belgium and Denmark
MPs are analyzed to study the issue emphasis dynamics between the MPs.

3 Keyphrases extraction

In the same line of previous works in automatic keyphrases extraction, we fol-
low a three-step process [21]: first, we identify a set of potential candidates to
keyphrases; second, we calculate a score for each candidate; and third, we select
the top-ranked candidates.

3.1 Candidate identification

The first step to select the best potential candidates to relevant keyphrases
is to use morphosyntactic patterns. The use of part-of-speech (POS) filters is
a common practice in this type of task, where traditionally only nouns and
adjectives are filtered in [33,44,28]. Works such as [1,35] impose additionally
morphosyntactic rules for candidates, e.g., the candidate must be a noun-phrase



or end with a noun. The idea behind these rules comes from the fact that we
are searching for keyphrases that represent entities, which are very likely to be
expressed by at least one noun. The further addition of adjectives will allow the
inclusion of a noun quantifier, allowing the identification of candidates such as
“National Health System” (adjective+noun+noun). Following this example, we
propose the use of the pattern of at least one noun possible preceded by adjectives
4. Additionally, to avoid candidates overlap, as well as limit the generation of a
high number of candidates, we propose the use of a chunking rule based in the
morphosyntactic pattern 5.

In the present study, we also work with Portuguese texts. For this reason,
when working with this corpus, we have applied an equivalent pattern but with
the appropriate noun/adjective order for Portuguese, as well the possibility to
include a preposition 6.

In respect to prepossessing, we apply standard text cleaning procedures by
removing candidates containing stopwords, punctuation or numerical digits. For
datasets with longer documents, we requested a minimum of two occurrences,
where we have considered the stemmed versions of each candidate. We used
NLTK Porter Stemmer 7 for English and NLTK RSLP Stemmer for Portuguese
8.

3.2 Candidate scoring

The next step in the pipeline is to estimate the score of each candidate. We show
in this work that a scoring system based on the selection of simple heuristic rules
can result in state-of-the-art performances. The selection process of such features
considered their good performance in previous works. For each candidate we
calculate the following features:

– Term Frequency (tf ): Keyphrases are usually associated with frequent
usage [46,25]. Contrary to the common practice that measures each candi-
date document frequency, we propose to use instead the sum of each word
frequency from that constitutes the candidate. We have observed from our
experiments that such feature results in better performances.

– Inverse Document Frequency (idf ): In case the keyphrase extraction
task has access to a context corpus, is possible to use additional information,
by using the idf metric [40]. Since this feature uses a context corpus, we have
evaluated two systems, H1 and H2, where only the former considers idf.

– Relative First Occurrence (rfo): Keyphrase extraction systems frequently
use the position of the first occurrence as a statistical feature. It is a result

4 We use the POS pattern: <ADJ>* <NOUN>+
5 In our experiments we used NLTK chunker: https://www.nltk.org/api/nltk.

chunk.html
6 We use the chunker POS pattern: (<NOUN>+ <ADJ>* <PREP>*)? <NOUN>+
<ADJ>*

7 https://www.nltk.org/_modules/nltk/stem/porter.html
8 https://www.nltk.org/_modules/nltk/stem/rslp.html

https://www.nltk.org/api/nltk.chunk.html
https://www.nltk.org/api/nltk.chunk.html
https://www.nltk.org/_modules/nltk/stem/porter.html
https://www.nltk.org/_modules/nltk/stem/rslp.html


from that fact that often relevant keyphrases are used at the beginning of
the text [23,35,14,12]. In this work, we use the likeliness that a candidate
shows earlier than a randomly sampled phrase of the same frequency. We
calculate the cumulative probability of the type (1 − a)k, where a ∈ [0, 1[
measures the position of the first occurrence and k the candidate frequency
[11].

– Length (len): The candidate size, i.e., the number of words that compose
it, can also hint about the candidate likeliness to be a keyphrase. Human
readers tend to identify keyphrases with sizes beyond the unigrams, specially
bigrams [11,12]. However, a linear score based in the candidate length would
result in overweight of lengthy candidates, such as 3 and 4-grams. Therefore,
and based on our trials, we propose a simple rule that scores 1 for unigrams
and 2 for the remaining sizes.

The final score of each candidate is the result of the product of these four
features. From the results shown in the next section, we will see that with these
simple four heuristic rules is possible to obtain results that compete with the
state-of-the-art. We show the formal description of each feature is equations
(1)-(4), and in equations (5)-(6) the two final score systems for a candidate
w = w1...w2 and a set of documents {d ∈ D}, with size N = |D|. Model H1 does
not take into consideration idf, and therefore it is calculated at document level
only. System H2 includes idf weight that in our experiments is measured by the
respective corpus.

tf(w1...wn) =

n∑
i=1

fr(wi, d) (1)

tf-idf(w1...wn) =

n∑
i=1

fr(wi, d)× log(
N

1 + |d ∈ D : wi ∈ d|
(2)

rfo(w1...wn) = (1− a)fr(w1...wn,d) (3)

len(w1...wn) =

{
1 : n = 1
2 : n ≥ 2

(4)

H1 = tf× rfo× len (5)

H2 = tf-idf× rfo× len (6)

3.3 Top n-rank candidates

After the scoring step, we select the best ranking candidates. It is common to
evaluate keyphrase extraction systems at three top-ranking scenarios: the first
5, 10 and 15 candidates. However, the best raking can be influenced by the
document size 9. Smaller documents such as abstracts are likely to contain fewer
keyphrases than full-length articles. Table 1 shows that larger document datasets

9 To measure the document size we use the total number of tokens.



are associated with a higher number of keyphrases per document. Therefore,
we propose to extract the n-top ranked candidates dynamically by considering
the respective document size. We use the identity shown in the equation (7)
to calculate the n-top candidates for each document. We propose a logarithm
growth to prevent significant and fast discrepancies between a small text such
as an abstract and a full paper. We found the 2.5 parameter by experiment, and
therefore one should note that it can be a result of overfitting. However, as we
will see below, this dynamical ranking system returns consistent good results for
all datasets, which is an indicator that is document size independent.

nkeys = 2.5× log10(doc size) (7)

4 Experiments

4.1 Evaluation metric

We follow the standard procedure to evaluate keyphrase extration systems: we
measure the macro-average F-score (average the F-score for each document), us-
ing the harmonic mean of Precision and Recall. For Precision, we use the identify
P = #correct keyphrases

#extracted keyphrases and for Recall R = #correct keyphrases
#gold keyphrases . Both Precision

and Recall are calculated using the exact match of the stemmed versions of the
extracted keyphrases.

4.2 Datasets

We use five human annotated datasets, four with English texts and a fifth with
Portuguese (European). The English datasets are popular sets used to evaluate
keyphrase extraction systems. The dataset of Portuguese texts enables us to
assess performance with a language rarely tested in keyphrase extraction, as well
to validate the case study shown in the present work. Follows a brief description
of each dataset:

– Inspec [23] is a dataset with 2000 scientific journal abstracts. Equivalently
to previous works [33,44] we evaluate the performance using the test dataset,
which contains a total of 500 documents. The dataset contains three files per
abstract, one containing the text and the remaining two the controlled and
uncontrolled keyphrases, separately. We have used the uncontrolled set of
keyphrases for evaluation.

– DUC2001 [44] is a corpus with 308 newspapers articles. We have used the
set of human-annotated keyphrases for each document available with the
dataset. In our experiments, this dataset is the only English corpus made
from non-academic texts.

– Semeval 2010 [24] is a common dataset used in automatic keyphrases ex-
traction research. It contains scientific articles with author and reader anno-
tated keyphrases. We have used the test dataset only, made of 100 papers,
and the combined set of keyphrases.



– Nguyen [35] contains 211 scientific conference papers with author and reader
annotated keyphrases. We considered all articles and the combined set of
keyphrases.

– Geringonça is a new dataset of news articles written in Portuguese and
extracted from the political news web portal http://geringonca.com/. The
dataset contains a total of 800 pieces, and for each article, a set of keyphrases
were assigned by the respective authors.

Table 1. Datasets descriptive statistics. From the second column left we show: the total
number of documents used for evaluation; average tokens per document; the average
number of keyphrases per document; maximum possible recall for each dataset.

Dataset No. docs Avg tok Keys/Doc Max Recall

Inspec 500 139.49 9.81 78.20
DUC2001 308 896.78 8.06 94.95
Semeval 2010 100 2147.26 14.43 77.36
Nguyen 209 8777.70 10.86 84.58
Geringonça 894 284.10 5.13 84.70

We show in Table 1 some descriptive statistics of the datasets. SemEval and
Ngyuen datasets contain large documents with a high number of gold keyphrases.

In Fig. 1 we show the distribution of keyphrases size for each dataset. For the
English corpora, we confirm that keyphrases sizes go beyond unigrams, especially
to bigrams [11]. We don’t see the same type of distribution for the Portuguese
dataset. However, we note that the annotation process of this dataset was not
supervised nor thought to be used as a gold standard to keyphrase extraction
systems. It was created during the writing process of the news pieces and likely
annotated as a contribution to a framework of keywords/tags used by the web
portal.

A known problem when working with the datasets summarized in Table
1 is the non-presence of gold keyphrases in the respective document. For this
reason, we show in Table 1 the maximum recall that any system can achieve.
Equivalently to others works [20], we include these missing keyphrases in our
gold sets.

In respect to POS prepossessing, all English datasets, except SemEval, were
processed with Stanford POS tagger [41]. For the SemEval we used the prepos-
sessed dataset available in https://github.com/boudinfl/semeval-2010-pre

[7]. For the Portuguese Geringonça dataset, all documents were processed by the
POS tagger for Portuguese, LX-Tagger [9]. All other tasks related to text pro-
cessing, such as word and sentence tokenization were performed using NLTK
10.
10 https://www.nltk.org/

http://geringonca.com/
https://github.com/boudinfl/semeval-2010-pre
https://www.nltk.org/


Fig. 1. Distributions of keyphrase sizes (# of words that compose the keyphrase) for
each dataset. The dark line (continuous) histograms show the distribution resulted
when keyphrases were annotated by the author, and grey line (dashed) histograms
when the keyphrases were annotated by readers.



4.3 Results

We show in Table 2 the resulted F-scores for the English corpora. We name our
method KCRank, where H1 and H2 refer to the use of the respective context
dataset corpus (equation (6)). Detailed results, in particular, Precision and Re-
call, are shown in Table 4 in the appendix section. For comparison reasons we
also show the F-score when considering tf-idf as a baseline, as well four alterna-
tive state-of-the-art methods: KPMiner [13], TopicRank [8], MultipartitieRank
[6] and EmbededRank [3]. We have used pke tool [5] to extract keyphrases with
KPMiner, TopicRank and MultipartitieRank methods. For EmbededRank (s2v
version) we used our own implementation code 11.

From Table 2 we show that, except for NUS dataset, KCRank H1 and
KCRank H2 models return consistent better F-score results. We also show that
there is no significant difference between KCRank H1 and KCRank H2 perfor-
mance. This result indicates that the use of context corpus does not significantly
increase the overall performance. In respect the alternative methods, only Em-
bedRank returns a competitive F-score. For the NUS dataset, KPMiner shows
the best results. We note that KPMiner relies in similar principles we used to
build KCRank method, namely the tf-idf. Table 2 shows that KPMiner results
are very similar to KCRank for SemEval and NUS datasets, but not for Inspec
and DUC. This is an indication that KPMiner method may be fitted to work
with long scientific papers only.

In Table 3 we show the F-scores for the Geringonça dataset, and detailed
results are shown in Table 5 in the appendix section. For this experiment, the
KPMiner model gets the best results, surprisingly followed by the baseline tf-idf.
One possible reason for these results is the different distribution of the size of
keyphrases that we observe for the Geringonça dataset when compared to the
English datasets. From Fig. 1 we see that most keyphrases have size one, which
is not the case with the English datasets. This statistical difference results in
a negative contribution by the keyphrase length feature, used by KCRank. To
test the impact of this feature, we conducted an experiment where we turned
off the keyphrase length feature. We show the results in Table 3, where we have
identified this modified version of KCRank by KCRanklength. The higher perfor-
mance when this feature is turned off, confirms that the keyphrase size feature
is contributing negatively. As previously pointed out, the Gerigonça dataset was
created as part of a web portal’s tag system. We claim that this process skewed
the annotation process that resulted in the predominance of unigrams.

11 For the English datasets, the keyphrase extration was performed with pre-trained
embeddings for unigrams available in https://github.com/epfml/sent2vec. For
Portuguese, we generated fastText [4] embeddings using a compilation of all sen-
tences present in the Gerigonça dataset and the parliamentary speeches used in the
case study shown in section 5.

https://github.com/epfml/sent2vec


Table 2. F-scores of KCRank and comparison with state-of-the-art systems, when
using the English language datasets. The results for Semeval and NUS datasets were
obtained with an additional filter where candidates with less than two occurrences were
excluded.

N Method Inspec DUC Semeval (min=2) NUS (min=2)

5

tfidf 29.04 17.28 14.39 15.74
KPMiner 16.50 11.69 18.06 21.13
TopicRank 23.30 17.59 11.69 12.97
MultipartiteRank 23.73 18.54 12.68 13.50
EmbedRank 29.38 25.77 12.17 12.10
KCRank:H1 33.70 27.39 16.22 12.41
KCRank:H2 34.56 27.10 16.57 13.30

10

tfidf 36.53 20.75 18.40 19.93
KPMiner 19.65 14.49 21.53 24.92
TopicRank 26.33 19.43 14.07 15.10
MultipartiteRank 27.57 21.64 14.54 16.93
EmbedRank 37.10 29.56 17.39 15.44
KCRank:H1 39.22 31.00 20.60 16.16
KCRank:H2 39.62 30.57 22.05 17.11

15

tfidf 37.81 20.81 20.07 20.17
KPMiner 20.55 14.75 22.44 24.44
TopicRank 26.93 19.36 14.43 14.20
MultipartiteRank 28.63 22.09 15.70 16.31
EmbedRank 38.55 29.30 20.27 17.38
KCRank:H1 38.53 30.55 22.32 17.13
KCRank:H2 39.14 30.77 22.66 17.63

d
y
n
a
m

ic

tfidf 37.29 20.92 20.03 18.88
KPMiner 20.18 14.80 21.39 22.51
TopicRank 26.69 19.16 13.76 12.97
MultipartiteRank 28.46 22.08 16.20 15.77
EmbedRank 37.83 29.45 20.14 16.24
KCRank:H1 39.40 30.40 21.80 16.71
KCRank:H2 39.62 30.58 22.28 17.84



Table 3. F-scores of KCRank and comparison with state-of-the-art systems, when
using the Geringonça datasets. The F-scores results of an experiment using KCRank
system with keyphrase size feature turned off is also shown (in light bold).

N Method Geringonça

5

tfidf 26.29
KPMiner 25.40
TopicRank 13.00
MultipartiteRank 13.58
EmbedRank 18.57
KCRank:H1 10.27
KCRank:H2 14.49
KCRanklength:H1 13.21
KCRanklength:H2 21.01

10

tfidf 21.58
KPMiner 25.08
TopicRank 14.72
MultipartiteRank 15.34
EmbedRank 18.87
KCRank:H1 14.44
KCRank:H2 18.50
KCRanklength:H1 18.37
KCRanklength:H2 22.79

15

tfidf 18.65
KPMiner 22.51
TopicRank 15.05
MultipartiteRank 15.43
EmbedRank 17.89
KCRank:H1 17.68
KCRank:H2 19.72
KCRanklength:H1 19.98
KCRanklength:H2 21.06

d
y
n
a
m

ic

tfidf 20.23
KPMiner 24.00
TopicRank 14.87
MultipartiteRank 15.35
EmbedRank 18.53
KCRank:H1 16.19
KCRank:H2 19.21
KCRanklength:H1 19.09
KCRanklength:H2 22.49



5 Key-phrase extraction using Portuguese parliamentary
debates

Like other national parliaments, the Portuguese Parliament produces faithful
transcripts of the speeches given in the plenary sessions and makes them pub-
licly available in electronic format. For our study, we collected transcriptions
from the Portuguese Parliament website12, referring to the last complete legisla-
tive term (i.e., from June 2011 to October 2015), together with information on
each member of parliament (MP). During this period, the chamber was com-
posed with MPs from five different parties: The Greens (PEV), the Portuguese
Communist Party (PCP), the Left Block (BE), the Socialist Party (PS), the
Social Democratic Party (PSD) and the Social Democratic Centre (CDS-PP).
In total, we have collected 16,993 speeches.

Using the keyphrase extraction method described in this work, we can iden-
tify the most central and recurrent political issues addressed during the plenary
debates. The keyphrase identification of each speech can reveal the political
priorities of each parliamentary group and hint about their expressed agenda.
Therefore, we extracted the keyphrases from each speech, where we used model
KCRank H2 with context corpus the respective parliamentary group collection.

5.1 Candidates Selection

We observed that the extraction of clean and intelligent keyphrases from the
speech dataset is a difficult task in this particular corpora, due to the many
repetitive words and expressions used by the MPs. Typical examples are ex-
pressions such as “Mr. President”, “party” and “draft bill” that due to their
frequent use in this type of text are scored as relevant keyphrases. Consequently,
for the candidate selection step, we processed all speeches transcriptions with the
pipeline used for Geringonça dataset with two additional filters: a minimum of
5 occurrences criteria and an extension of the stopwords list with these common
words and expressions 13.

5.2 Visualisation

As visualization scheme, we propose the use of word clouds, with general guide-
lines introduced in previous studies [2,39], regarding the choice of visual variables
and spatial layout (e.g., we preferred a circular layout that tends to place the
most relevant key-phrases in the center). Each keyphrase cloud summarizes the
number of occurrences of each keyphrase in the dataset analyzed, i.e., the num-
ber of speeches in which the respective candidate was selected as a keyphrase.
We use this metric to encode the keyphrase font-size and color, where the darker
color represents the keyphrase with the highest number of occurrences. With
such visualization aid, the reader can obtain, in a dense image, a high number

12 http://debates.parlamento.pt
13 We manually annotated a list of approximately 100 terms.

http://debates.parlamento.pt


of relevant keyphrases from the text collection, and therefore better capture the
main issues addressed.

Fig. 2 shows a keyphrase cloud for the top 40 key-phrases extracted from the
collection composed of PSD speeches14.

The two most relevant issues addressed by this text collection are “european
union” and “memorandum of understanding”. The use of this terms is possi-
bly related to the fact that PSD was a government support party (in coalition
with CDS-PP) during the considered legislature, and was responsible for imple-
menting Troika austerity measures. In Fig. 7 we show the equivalent keyphrase
cloud for the CDS-PP speeches, from which we can see a very similar pattern.
Fig. 2 also shows a mix of topics related with economic affairs, such as “work”,
“economic growth” or “job creation”, and welfare state related, such as “social
security” and “national health service”.

Fig. 3 shows the equivalent keyphrase cloud but when considering the col-
lection of speeches from PS, major opposition party during the same legisla-
ture. The cloud shows a different scenario, with PS speeches emphasizing issues
related with the public sector, namely with the keyphrases “national health
service”, “social security”, “public services”. It also shows how PS emphasized
“constitutional court” (during the legislative term several austerity measures
were requested to be audited by the Portuguese Constitutional Court) and “tax
increase”. Both PSD and PS clouds show relevant false positives keyphrases such
as “theme”, “situation” and “day”. This unwanted effect is stronger in the PSD
cloud. One possible explanation for the stronger effect of false positives in PSD
could be the distribution of PSD speeches by more different political issues. Be-
ing the main government support party it needs to be more responsive to the
different opposition parties agendas [17]. Such an effect will result that a high
number of speeches will be not be used as agenda-setting but as a response to
the opposition parties questions during the plenary debates.

We show in the appendix in Fig. 4-7 the equivalent results when considering
the text collections from the remaining parties. The results show that keyphrases
such as “european union”, “national health service” and “social security” are
present in all word clouds, indicating their relevance as a top issues.

Finally, we note that the use of keyphrases beyond unigrams, allows us to
identify with more precision the relevant political issues. Had the analysis been
based in unigrams only, the identification of lengthy and more specific keyphrases
as relevant issues would be lost. The use of n-grams is an essential advantage
of the present method since it allows the political scientist to keep track of the
many political issues related entities with n-gram size.

14 All keyphrases were translated from Portuguese.



Fig. 2. The 40 most relevant keyphrases extracted from PSD speeches collection.

Fig. 3. The 40 most relevant keyphrases extracted from PS speeches collection.

6 Conclusion

We present a method that automatically extracts keyphrases from text docu-
ments. We combine simple statistical features to generate a ranking list of can-
didates to keyphrases. From this list, we propose a dynamic selection of the top



candidates, based in the document length. We test our methodology with differ-
ent datasets, commonly used to evaluate keyphrase extraction systems, and show
that the proposed method competes with state-of-the-art alternatives. Due to its
simplicity, the proposed method can be implemented in any lightweight software
application or web application to extract keyphrases from text documents, at
document level and on the fly.

We show a small case study using plenary speeches given at the Portuguese
parliament. From the proposed methodology we extract the most relevant keyphrases
from each parliamentary group set of speeches and construct keyphrases clouds.
We show how such clouds can efficiently summarize issue agenda-setting by the
respective parties. Furthermore, we show that using keyphrases that go beyond
simple unigrams allows a higher precision identification of entities of interest.
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7 Appendix

Table 5. Precision, Recall and F-scores for the Geringonça datasets of KCRank and
comparison with state-of-the-art systems.

N Method
Geringonça
P R F

5

tfidf 26.24 26.34 26.29
KPMiner 25.48 25.33 25.40
TopicRank 13.09 12.90 13.00
MultipartiteRank 13.64 13.51 13.58
EmbedRank 18.37 18.77 18.57
KCRank:H1 10.00 10.56 10.27
KCRank:H2 14.30 14.70 14.49

10

tfidf 16.20 32.32 21.58
KPMiner 18.92 37.19 25.08
TopicRank 11.35 20.94 14.72
MultipartiteRank 11.75 22.11 15.34
EmbedRank 14.07 28.62 18.87
KCRank:H1 10.68 22.25 14.44
KCRank:H2 13.75 28.26 18.50

15

tfidf 12.45 37.16 18.65
KPMiner 15.10 44.26 22.51
TopicRank 10.81 24.73 15.05
MultipartiteRank 10.94 26.16 15.43
EmbedRank 11.89 36.06 17.89
KCRank:H1 11.71 36.00 17.68
KCRank:H2 13.09 39.92 19.72

d
y
n

am
ic

tfidf 14.34 34.35 20.23
KPMiner 17.10 40.25 24.00
TopicRank 11.02 22.86 14.87
MultipartiteRank 11.28 24.02 15.35
EmbedRank 13.06 31.88 18.53
KCRank:H1 11.35 28.26 16.19
KCRank:H2 13.51 33.22 19.21



Fig. 4. The 40 most relevant key-phrases extracted from PEV speeches collection.

Fig. 5. The 40 most relevant keyphrases extracted from BE speeches collection.



Fig. 6. The 40 most relevant keyphrases extracted from PCP speeches collection.

Fig. 7. The 40 most relevant keyphrases extracted from CDS-PP speeches collection.
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