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4.1 Architecture

The generator consists of 16 layers of residual blocks, each with 64 feature maps.
This is the structure used in [2]. We used it for both SISR and image recon-
struction from edges (Canny) for the experiment. The discriminator has eight
convolutional layers with an increasing number of feature maps; 64-64-128-128-
256-256-512-512, followed by two dense layers and a sigmoid activation function.
In search of a suitable implementation we turn o� VGG loss, if any, and run
only in adversarial loss to see how the network converges. We selected a few
implementations published in Github [38, 39] among those that converge with
adversarial loss only, and plugged them into our implementation so that fair
comparisons can be made. The sizes of input and output images are the same;
we experimented on 3 sizes { 96� 96, 128� 128, and 176� 176 for both SR and
Canny.

4.2 Methods

Since the image loss has the minimum overhead to calculate, we leave it in all
three scenarios listed below. In all three cases, we set λ0 = 1 in Equation (4). We
ran 20 epochs and took the best Frchet Inception Distance (FID) [40, 41]. FID
uses a pre-trained Inception network and calculates the Frchet distance between
two multivariate Gaussian distributions with mean µ and covariance Σ,

FID(x, g) = jjµx � µgjj2+ Tr(Σx +Σg � 2(ΣxΣg)1/2)

where x, g are the activations of the pool 3 layer of the Inception-v3 net for real
samples and generated samples, respectively.

{ Image loss + VGG loss [I + V] (λ1 > 0 and λ2 = 0)
{ Image loss + Adversarial loss [I + A] (λ1 = 0 and λ2 > 0)
{ Image loss + VGG loss + Adv. loss [I + V + A] (λ1 > 0 and λ2 > 0)

(a) (b)

Fig. 3: FID Scores (lower is better) { combinations of losses for SR and Canny
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4.3 Discussion

As commonly seen, the more complex the task is, the more di�cult it is for the
generative adversarial network to converge. For SISR, Figure 3a clearly shows
the contribution by adversarial loss to the image quality, especially in lower
resolutions. However, for synthesis from canny images, a task more complex than
SR, adversarial loss does not show any positive contribution to the outcome. In
fact, we could not successfully generate convincing images at all if VGG loss is not
included (the case [I + A] in Figure 3b). SISR is easier for image reconstruction,
where adversarial loss can be incorporated into part of the perceptual loss more
naturally than the reconstruction from canny edges.

We recorded the loss values as the training continued at each epoch. Figure
4 shows sample loss values over the course of training for the size of 128�128 of
Figures 3a and 3b. While image loss and VGG loss show a typical, oscillating yet
steady decrease in values, adversarial loss converges rather quickly to a constant
value after several hundred iterations. This raises a few interesting theoretical
points: First, if we knew the constant value in advance, we could use it in lieu of
the adversarial loss and save computer resources. Second, if we could come up
with a method to decrease the adversarial loss throughout the training, we could
take full advantage of the power of the generative adversarial network. For now,
however, these are left for future research, and we conclude that adversarial loss
does not contribute to the synthesis of images from canny edge, and that the
resource is better used for a larger generator. Consequently at this point, GAN
is not used in our study. Unless otherwise noted, the remainder of this paper
uses only image loss and VGG loss.

(a) (b) (c)

(d) (e) (f)

Fig. 4: Loss values by epochs from Figure 3a [128 � 128] (a) I+V (b) I+A (c) I+V+A,
and Loss values from Figure 3b [128 � 128] (d) I+V (e) I+A (f) I+V+A
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(a) (b)

Fig. 8: Residual Block (base unit) and Skip Connection Type 1

6.4 Skip Connections and Large Networks

Let the number of basic blocks (residual blocks in the middle, and blocks for
Conv + PReLU at the beginning and end of the network) be n [Figure 8b]. We
de�ne the skip connection type as follows:

{ Type 0: No skip connection
{ Type 1: Connect with layer 1 and layer n� 1
{ Type 2: Connect with layer 1 and layer n/2, as well as n/2 and n� 1
{ Type 3: Connect with layer 1 and layer n� 1, as well as layer n/2 and n� 1
{ Type 4: Connect with Type 1 and Type 2 combined

Fig. 9: Lower the better. (Numbers in paren-
theses indicate batch size)

Figure 8b shows skip connection
Type 1. By going deeper in the
generator, the output of synthe-
sized images becomes better, and
we found that forming 48 block lay-
ers (with each block consisting of 4
layers [Figure 8a]) achieves the best
result. We tested with the above 5
skip connections to see which type
is best using the residual block de-
�ned in 6.3. None of the connec-
tion types has a positive e�ect for
our application [Figure 9], thus, we
conclude that no skip connection is
necessary for our monolithic archi-
tecture of GFE.

6.5 The limit of Depth in the generator

Larger networks are not necessarily better than smaller ones. We started out
our experiment with 16 layers of residual blocks, with a batch size of 9 (nine
images are processed in the GPU at once in a single iteration). As we increased
layers, we had to decrease the batch size due to the limitation of GPU memory.
Initially the image quality improved but soon it saturated in improvement.
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