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Abstract- Software reusability has been present for several decades. Software reusability is defined as making new software from existing one. Objects that can be reused: design, code, software framework. We reviewed several approaches in this dissertation, i.e. object-oriented metrics, coupling factor, etc., by which the software's reusability increases. Therefore this thesis analysis on how to classify and reuse the program using those metrics and apply the algorithm of machine learning. In this thesis we test open source software and generate a ck metric of that source code then a machine learning algorithm will process the data using weka tool to give the result. We test coefficient of correlation, mean absolute error, root mean square error, relative absolute error and root relative square error less the program would be better from this we get 98.64 accuracy on online examination system software.
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1. Introduction

In today’s world every sector of service or industry is dependent on computer based application. Industry which develops and outsources the software service is major and growing rapidly in the world. The process of software development is described as the term software engineering. Software engineering is analyzing the need of the user; develop the software in a systematic method which will satisfy the user needs. According to IEEE Standard “The application of a systematic, disciplined, quantifiable approach to the development, operation and maintenance of software”. Standard set of goals for developing software in systematic procedure are analysis, designing, and implementation, testing and maintainable. Software must be reliable, useable, modifiable, testable, portable, accurate and maintainable.

Reusability defines as developing a new product from existing one; it works on inheritance [1]. Features for software reuse includes: adaptable, brief, consistence, flexible, simple, tested several times, error chance will less. A substance's reusability is the creation of new material from existing ones. Reusability of software engineering involves the use of existing assets in any form within the phase of software product creation these assets are products and the software development lifecycle products include code, software modules, test suits, design and documentation. The ability to reuse relies on the ability to create bigger items out of smaller parts in an integral way. It also needed application software development characteristics that need not be considered in cases where reusability is not necessary. Reusability is the ability to make use of anything more than once and reuse is the practice of using something more than once. Componet is any portion where something has already been made. It in my sense means program[3]. In software system engineering, this allows a software system to have language instruction, sub-routine, process, object, classes, etc. as assembly components. In system architecture components communicate with each other to achieve their goals.

Component Based Software Engineering is a form of Software Engineering that offers the feature of reusability. CBSE stands on the philosophy of “to buy, don’t build”. Component based software development (CBSD) aim was assembling large software system from existing ones. Component-based architecture focuses on the fragmentation
of the design into logical component or individual function, represent the well-defined communication. Component is the core object of component based software engineering [1]. The objective of component based software engineering is to develop large and complex software system through integration to reduce the cost development rate, effort effectively.

2. Literature Survey

Singh et al.[4] suggested a model-based approach for reusability determination in the current system. Logistic model tree blends Liner regression with Tree induction. In this method, we first produce meta information by evaluating the desired metric of object-oriented software reusability and then calcite the metric value. We use LMT based framework for reusability prediction. Precise classification is the success criterion. Singh et al. [5] proposed metric for reusability estimation of black-box software component along with metrics for interface, understanding, complexity, understanding, reliability and customizability. The identified attribute of measurement model have to be quantified through metrics then these metric are aggregated to estimate black-box component. The component reusability of black-box component estimated as

\[ CR = W_1*(1-IC) + W_2*UC + W_3*RCC + W_4*R \]

W_1, W_2, W_3, W_4 are the weights and other are the metric for identified attribute for reusability. Weight can be influenced by the domain constraints. M.H. et al.[6] proposed a structure for developing a relationship between the standard software metric design variable and the reusability of the code. GQM paradigm is used to estimate the reusability of code from design metric and weighted factor from it. Code reusability model further processed by a system that calculates different CK-metric component forms. Data related to empirical analysis, more analysis to generate the effect of individual metric on the reusability of code, linear coefficient combination with respect to individual design metric. The proposed program performs basic mathematical modeling in the form of code reusability.

\[ Cr = (\beta * 100)/\alpha \]

Where \( \alpha \) is the total amount of class available in each CK-metric, \( \beta \) is a CK-metric variable that matches the amount of newly developed classes through reusability of corporate code. Hudaib et.al.[7] present a paper in which they succeed in classifying groups according to their level of reusability. To define the extent of reuse they use CK-metric package. Self-organizing Map algorithm organizes three separate java-based machine datasets with CK-metric value. In this experiment we came to know how SOM with different size of SOM grid can be applied on software metric. The systems chosen are Hibernate, JDT Eclipse, and PDE Eclipse. Padhy et.al.[8] proposed a metric which will measure the reusable codes in the multi paradigm language. The proposed metric is combination of one of the six metric developed by Chidambaram and Kemmerer. Reusability also increases with increasing the depth of inheritance. Mahajan[9] suggested an effort estimation model based on a dynamic neural network technique to improve the back-propagation algorithm used for testing. The four steps of the model are pre-processing, preparation, estimation, and analysis. In this model project is divided into module and module reusability is analyzed using fuzzy logic to derive reusability matrix. This model deviated from the standard model by around 8 per cent. An average error of less than 1.25 percent over the 39 projects. Selvarani et al.[10] have suggested a similar algorithm to multi-layer perceptron. In order to get the best fit, they implement his proposed algorithm in a prior model of dynamic reusability. DyRM model is used to measure the reusability of the template with the addition of four new input parameters (i.e., cost metric, quantity metric, schedule of work and percentage error). Consistency and complexity factor are determined from the parameter of four inputs. Weight is assigned to the model to provide data. The result is found to fit in best with the training data as well as improved uniformity in the error result. Byun et.al.[11] proposes a dynamic reusability metric to improve the reusability of static and dynamic analysis and to apply visualization of code to determine the level of reusability. For static analysis, XCodeParser is used, and HPROF for dynamic analysis. To evaluate the modularity metric of dynamic reusability which is based on cohesion
and coupling is defined. Visualization tool is designed to define the object which needs to be reused. Zozas et.al.[12] present the reusability index is determined by conducting backward linear regression as a function of a series of metrics each being weighted with a particular value. The hierarchical model of reusability is implemented at three stages. Case study is also performed on 80 reusable assets accessible from open source. Provided a result with respect to the REI correlation, accuracy, discriminative and predictive power. Vyas et.al.[13] have introduced a model that can be used to forecast function model usability. We use five machine learning algorithms based on the best performing model to predict usability of function models. Online tools on the software product line are used to pick the product line feature for the software. WEKA was used to develop predictive models. Java code is used to pass validation of the algorithm's results. Papamichali et.al.[14] suggested a static analysis metric model to evaluate the reusability from five different properties. Projects are evaluated using Code Search Engine AGORA to measure reuse rate. Each metric is associated with some code to measure a reusability, and followed a correlation-based approach.

3. Tools Used
   a) Visual Studio: Visual studio is Microsoft Software. It is an integrated surrounding for growth. This is used to create blogs, desktop applications, mobile devices, and online services, as well as programs. It is also used to produce data with code metrics that calculate complexity, maintenance etc.
   b) WEKA 3.8.4: It's tech which is open source. It is used for pre-processing, classification, regression, clustering, association rule and visualization of data, also well suited for developing new algorithm for machine learning.

4. Software Used

We have prepared the data sets using chidamber and kemerer tool for object oriented programming by using online exam software from open source project from github. It is a online platform where universities, school, institutions conducting exams to evaluate student. In this no more computer printouts, pen and paper is required. An online exam is now easier and faster than ever. It is most convenient, secure and user friendly online exam software available.

5. Machine Learning Algorithm

We use machine learning algorithm i.e.; random forest algorithm. It enhanced computing power, now we can select algorithms that perform very intensive calculations. Random forest is a supervised algorithm for the classification. It is the learning method for classification, regression and other tasks that works by creating a multitude of decision tree at the time of training and outputting the class which is the class mode or mean prediction of the individual tree.

We prepared the data sets by downloading open source projects from github using Chidamber and Kemerer tool for object oriented programming.

Selection of Software Metric

We also defined process and object-oriented programming language software metrics which are used to assess the quality of software or system components. We can use machine learning algorithm to predict, evaluate software component quality. The following parameters are used as input attributes for the software component.

The following metrics are used as input attributes of the software components of open source project
a) Maintainability Index: Calculates an index value between 0 and 100, which reflects the relative ease with which to maintain the code. A high value stands for better maintenance. Color coded scores can be used to classify trouble spots in your code very easily. A green rating is between 20 and 100 and implies strong sustainability for the language. A yellow ranking is between 10 and 19, which shows that the code can be maintained moderately. A red rating is between 0 and 9, and indicates low maintenance.

b) Cyclomatic Complexity: Measures the code's structural complicity. It is created by calculating the number of various code paths within the program flow. To achieve better code coverage, a system that has complicated control flow needs more checks and is less maintainable.

c) Depth of Inheritance: Specifies the number of different classes inheriting from each other, all the way back to the base class. Depth of inheritance is similar to class coupling, as each of the inherited classes may be influenced by a shift in a base class. The higher this number, the deeper the inheritance and the higher the potential for modifications of the base class to result in a change that breaks. A low value is good for Depth of Inheritance, and a high value is poor.

d) Class Coupling: Measures the coupling by parameters, local variables, return types, method calls, generic or template instantiations, base classes, interface implementations, fields specified by external types, and decoration attributes. Good software design requires a high degree of compatibility and low coupling between types and methods. High coupling refers to a design which is difficult to reuse and maintain due to its many interdependencies with other types.

e) Lines of Source Code: Software metric used to measure the size of a computer program by counting the number of lines in the source code.

f) Line of Executable Code: Indicates the total number of lines or operations with executable code. This is a count of the number of executable code operations.

Open source software source code is processed to obtain CK-metric result in the visual studio. Using this software metric, we can use data mining techniques to evaluate software components, predict the quality. The following metrics will be used as input attributes of open source project software components.

<table>
<thead>
<tr>
<th>CYCLOMATIC COMPLEXITY</th>
<th>MAINTAINABILITY INDEX</th>
<th>DEPTH OF INHERITANCE</th>
<th>CLASS COUPLING</th>
<th>LINES OF SOURCE CODE</th>
<th>LINES OF EXECUTABLE CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Min</strong></td>
<td>0</td>
<td>71</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Max</strong></td>
<td>12</td>
<td>100</td>
<td>9</td>
<td>18</td>
<td>204</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>2.208</td>
<td>88.917</td>
<td>5.286</td>
<td>4.375</td>
<td>29.208</td>
</tr>
<tr>
<td><strong>Std. Dev</strong></td>
<td>2.718</td>
<td>11.271</td>
<td>3.546</td>
<td>4.689</td>
<td>47.11</td>
</tr>
</tbody>
</table>

**TABLE 1: Result of ck-metric**

**Data Cleaning and Data Transformation**

Described software metrics for object-oriented programming language, which is used for software product quality measurement. By using these metrics we can use machine learning algorithm to assess, predict software component quality. The components of software are calculated using software metrics.
Applying Machine Learning Techniques

Using Random forest, by setting the test mode to 3-fold validation we have applied the classification for input attributes and the results are shown in figure 3.2.

In this result we are finding:

a) Correlation Coefficient: A numerical measure of some type of correlation i.e.; a statistical relationship between two variables.
b) Mean absolute error: Is a measure of errors between predicted and actual value; it is the average prediction error.
c) Root Mean Square Error: Is a standard deviation of the residual(prediction error)
d) Relative Absolute Error: Approx. error data is the discrepancy between an exact value & some approx. value.
e) Root Mean Square Error: Is a relative error to what it would have been if a simple predictor had been used.

6. Result

In this dissertation we use open source tools with random forest algorithms. We note that recall, precision, TP rate and FP rate are determined by random forest algorithm with fold cross validation, coupling between classes(cluster 0) and coupling afferent class(cluster 1) Precise given by 98.64 random forest

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Coefficient</td>
<td>0.8548</td>
</tr>
<tr>
<td>Mean Absolute Error</td>
<td>1.8679</td>
</tr>
<tr>
<td>Root Mean Square Error</td>
<td>4.5619</td>
</tr>
<tr>
<td>Relative absolute error</td>
<td>33.1288%</td>
</tr>
<tr>
<td>Root Relative Squared error</td>
<td>55.6782%</td>
</tr>
</tbody>
</table>

Table 2: Result Table

Acronyms used in performance measurement

Within this dissertation we developed the rule of performance measurement and a matrix of uncertainty that analyzes the efficacy of the classification model. The conditional classifier has two classes, positive or negative.

Performance Measurement Rules

a) Precision: The number of correctly predicted cases as positive for the number of predicted cases as positive, high precision leads to low false-positive rates.

\[
\frac{TP}{TP+FP} \ldots \ldots \ldots \ldots 1
\]

b) Recall: The number of cases correctly calculated as positive for the number of cases which can be counted as positive.

\[
\frac{TP}{TP+FN} \ldots \ldots \ldots 2
\]
c) F-score: Precise or recall average is either false positive or false negative.
\[ 2 \times \text{Recall} \times \text{Precision} / (\text{Recall} + \text{Precision}) \]………..3

d) Accuracy:- The number of correctly reported cases compared to total number.
\[ (\text{TP} + \text{TN}) / (\text{TP} + \text{TN} + \text{FP} + \text{FN}) \]………..4

Visualization of metrics attributes

1. Maintainability Index and Cyclomatic Index

Figure 1 Visualizer between Maintainability Index and Cyclomatic Complexity

1. Class Coupling and Line of Source Code
7. CONCLUSION

This dissertation focuses on the reusability of Software. We studied several metrics to identify the reusable component. The metrics which are used to determine the reusability are CK- metric, Object Oriented metrics and coupling factor. The software reusability is of two types reuse by design and reuse for design. There will be high benefit of software reusability that is reliability, quality, efficiency, low time consumption of the software which is going to develop.

In this dissertation we noticed that there is some field in which reusability is not done so our focuses are on to assess reusability by using machine learning algorithm i.e.; random forest algorithm. In this we are first assessing metric by using visual studio, the result is further processed in weka tool to get the accuracy. In this we can achieve 98.64 accuracy.

In future we can propose some neural network algorithm and methodologies to assess the trade-off between reusability and development cost, through which we can determine what will be suitable for the software development.
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