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Abstract. Information systems record the current states and the access
records in logs, so logs become the data basis for detecting anomalies of
system security. To realize log anomaly detection, frameworks based on
text, sequence, and graph are applied. However, the existing frameworks
could not extract the complex associations in logs, which leads to low ac-
curacy. To meet the requirements of the hyperautomation framework for
log analysis, this paper proposes GenGLAD, a generated graph based
log anomaly detection framework. The generated graph is used to ex-
press the log associations, and the node embedding of the generated
graph is obtained based on random walk and word2vec. Finally, we use
clustering to realize unsupervised anomaly detection. Experiments verify
the detection effect of GenGLAD. Compared with the existing detection
frameworks, GenGLAD achieves the highest accuracy and improves the
comprehensive detection effect.

Keywords: Log anomaly detection · Graph learning · Hyperautoma-
tion.

1 Introduction

Information technology [14, 31] and computer capability [30, 36, 37] promoted
the machine learning [11, 34, 39] and intelligent development [26, 27] of various
industries. Many enterprises and institutions rely on open environments to carry
out business. To deal with the automatic and diversified network attacks [24,28,
35] in open environments, a series of network security devices and systems are
deployed on the network boundary to ensure the security of the business system
within the boundary. The security system [6, 8, 15] prompts the administrator
for network attacks, SQL injection, and other abnormal or malicious behaviors
in the network environment through access logs and accompanying alarm labels.

With the proposal of the hyperautomation framework [2], automatic analysis
of logs has become a major demand in the industry. However, traditional log
analysis frameworks rely on manual analysis. Through simple statistics of the
log content, the key information such as the source IP or source user and the
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attack duration in the log is extracted, and the authenticity of each logline is
determined by combining the prior knowledge such as the sensitivity of the source
IP.

These frameworks face a series of problems in real-world scenes, including 1) the
volume of logs is huge [5, 29, 46]. There are many kinds of logs in the existing
system, but most kinds of log files contain a large number of lines [43], which
exceeds the capacity limit of manual analysis; 2) Most of the logs are low-level
and useless [22], which are not triggered by real malicious behaviors. Malicious
behaviors [32,33] are hidden in a large number of messy logs and invalid alarms,
resulting in great security vulnerabilities [7,9]. Therefore, how to detect anomaly
logs that represent malicious behaviors is the key to maintaining network secu-
rity.

To meet the need for hyperautomation, a series of representation learning tech-
nologies based on machine learning or deep learning, such as TCN [1] and
LSTM [17], have been proposed and applied to the detection of various logs [3,41]
or optimization for security systems [38]. On this basis, the detection methods
based on graph models such as log2vec [18] are proposed. The complex associ-
ations in original logs are characterized by the graph structure. After obtain-
ing appropriate representations of loglines or network entities, the detection of
anomaly logs could be realized through a relatively simple classification method.

Therefore, we propose GenGLAD, a log anomaly detection framework based
on the generated graph. We use the generated graph model to characterize the
original log associations, optimizing the existing generated graph construction
method. The initial attribute of the generated graph node is determined by
setting the key features of the log, and the detection of anomaly logs is realized
based on clustering. Through experiments on public simulation datasets, the
availability and high accuracy of GenGLAD are proved.

The main contributions of this paper are as follows:

– The construction method of the generated graph is optimized, and the num-
ber of edges is reduced. as a result, the speed of model training is improved.

– GenGLAD, a novel generated graph based anomaly detection framework for
logs is proposed, which can effectively detect the anomaly logs out of a large
number of logs.

– The detection effect of GenGLAD exceeds that of the popularly used meth-
ods.

The rest of this paper is organized as follows: Sections 2 introduce the related
work. Section 3 describes the framework of GenGLAD, while Section 4 shows
the experiments. Finally, Section 5 summarizes the work and discusses future
work.
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2 Related Works

Our research belongs to the field of log anomaly detection. The existing meth-
ods could be divided into three categories: text-based methods, sequence-based
methods, and graph-based methods.

2.1 Text Based Methods

Logs are semi-structured text data. Therefore, researchers have realized the
anomaly detection of logs by migrating methods in Natural Language Processing
(NLP), word embedding, and other fields. The most typical idea of the text-
based methods is to analyze the keywords contained in the log and the related
word frequency of the recorded access behaviors [12], considering the significantly
different text features as anomalies. However, such methods could only directly
use text features, lacking the ability to characterize the high-level features and
deep associations contained in logs, so the detection accuracy is not as high as
that of other kinds of methods.

2.2 Sequence Based Methods

Logs are real-time records of systems, so it is naturally a kind of time-series data.
Deeplog [3] regards the normal logs as a sequence with a certain pattern, and
learns the normal log sequence based on LSTM, to analyze the abnormal pos-
sibility when a new logline is recorded. On this basis, the technology migration
of the GRU classifier and full connection layer further improves the detection
index [42].

Transformer framework, which shows unparalleled sequence learning ability has
also been applied in the field of log detection [44], and realizes feasible log detec-
tion. In addition, the generative adversarial network is also directly applied to the
log detection scenario [4,13], and the method migration of attention mechanism
realizes the effective detection of anomalies in logs. However, sequence based
methods could only analyze the associations between loglines from the perspec-
tive of time series, and could not extract and analyze the complex associations
between days, resulting in a decrease in accuracy.

2.3 Graph Based Methods

Thanks to the representation ability of graph structure, graph based frame-
works are used to model original logs. Graph anomaly detection algorithms are
migrated into the field of log anomaly detection. Log2vec [18] defines the node
construction rules and edge link rules of the log generation graph, detecting
anomalies with high accuracy through the direct definition of log associations.
The use of a heterogeneous graph further improves the graph embedding effect
of the algorithm.
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On the other hand, the provenance graph based methods derived from network
attack detection are also migrated into the field of log anomaly detection [10].
This kind of method constructs a provenance graph that completely describes
the behaviors of each IP or user, and analyzes the behaviors based on the critical
paths in the graph. The graph based methods could extract the complex asso-
ciation between logs, and effectively improve the accuracy of existing detection
methods. However, existing graph construction methods would lead to an exces-
sive number of nodes and edges. The accuracy of the relevant graph anomaly
detection methods also needs to be further improved.

3 GenGLAD: Detection Framework

GenGLAD includes two main steps, as shown in figure 1. The first step is to
construct a generated graph based on raw logs, and the second step is to detect
anomaly nodes based on the generated graph, to detect the anomaly logs.

Fig. 1. The framework of GenGLAD. There are two main steps: 1) Construct the
generated graph based on original logs; 2) Perform node anomaly detection, including
node sequences calculation by random walk, embedding vectors calculated by word2vec,
and unsupervised anomaly detection based on clustering.
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3.1 Generated Grapg Construction

We use each node in the graph to represent a logline. Therefore, the edges be-
tween nodes represent the association between loglines. Through the construction
method, we characterize the associations between logs on the graph.

Nodes Each node corresponds to a logline raw logs, so if a node is detected
as an anomaly node, its corresponding logline is an anomaly log. Based on this
node definition, we can assign the attributes and label to each node.

The attributes of each node are the string of the corresponding logline, that
is, the feathers of the access behavior recorded in the log. The most important
attributes include 1) Source entity of the behavior, such as an IP address or user;
2) Destination entity of the behavior; 3) Type of the behavior; 4) Time when
the behavior occurred.

The labels include normal and abnormal. GenGLAD is an unsupervised detection
framework, so the initial tags are set to normal.

Edges In anomaly detection scenarios, if behavior is more closely related to a
known anomaly behavior, it is more likely to be abnormal [40]. Therefore, the
edges in the graph should express the associations between loglines corresponding
to the nodes. The existing method defines 10 connection rules between nodes to
achieve this [18].

However, the existing rules are relatively complex and are not suitable for the
single log style in real-world scenes. Most anomaly behaviors in real-world scenes
represent potential attacks, so the destination is the core parameter. In addition,
anomaly behaviors usually show concentration in time dimension [25].

Therefore, we improve the connection rules so that they could be applied to the
anomaly detection tasks of most kinds of logs.

The connection rules we define are as follows. To make the expression more
concise, the key information of the log line corresponding to a node is called the
information of the node, such as time and source entity.

– Rule1: Connections within one day. Within the same day, all nodes are con-
nected in chronological order, and nodes with the same source entity or
action type are connected.

– Rule2: Connections between days. Daily node sequences are connected in
chronological order, and sequences with at least one same source entity or
action type are connected.

– Rule3: Connections based on destination. Nodes with the same destination
entity are connected.
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The simplified rules strengthen the portability of the method, and reduce the
number of edges in the generated graph. Thereby reducing the time consumption
of model training.

3.2 Node Anomaly Detection

Labels of unknown nodes could be obtained through the node anomaly detection
framework on the generated graph, to infer the anomaly logs existing in the
original data. We use the random walk algorithm on the graph to obtain the
node sequence [45], and migrate the word2vec algorithm from the NLP domain
to realize graph embedding [19, 20]. Finally, we can obtain the abnormal node
set by clustering the embedding vectors.

Random Walk Most of the existing random walk methods [45] could be applied
to heterogeneous graphs, heterogeneous information networks, and knowledge
graphs. The generated graph is a static isomorphic graph, so the transition
probability of random walk needs to be adjusted. Specifically, we adjust the
transfer probability to:

P (t|v) =
{ 1

N (v) , (t, v) ∈ E

0, otherwise
(1)

where N(v) denotes specific neighbor nodes of node v.

It is proven that the random walk sequence generated by focusing on only one
kind of association could achieve the best effect in generating graph anomaly
detection, the best practice walk sequence length is also provided [18].

Embedding based on Word2vec The word2vec algorithm, which is migrated
into the graph learning field, is a coding method that embeds nodes into vectors
and makes the embedding vectors obtained by nodes with similar attributes
as close as possible [21]. It aims to maximize the probability of the neighbors
conditioned on a node. For node nv, in node list nv−c, . . . , nv+c, The objective
function to be maximized is:

V∑
v=1

logP (nv−c, . . . , nv+c|nv) (2)

We regard logging as independent and identically distributed events, so the prob-
ability in formula 2 could be converted into the product of a series of probabil-
ities. In addition, softmax function is used to define function P . Therefore, the
objective function could be calculated as:
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nv

V ′
nv+j∑V
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V T
nv

V ′
ni

(3)

where Vni
represents the input vector of node ni, and V ′

ni
represents the output

vector of node ni. In the process of i increasing from 1 to V , formula 3 calculates
the embedding results of all nodes.

Anomaly Detection Method Graph embedding based on random walk and
word2vec makes the distribution of embedding vectors easy to distinguish. There-
fore, the unsupervised clustering method could be used to detect anomaly nodes.
Based on the satisfactory embedding results, we adopt a simple distance based
clustering method. Specifically, we add all nodes to the initial set N0, and let
sets N1, N2, . . . be empty. Then, check whether each node meets condition 4 and
condition 5.

∀n1 ∈ Ni,∀n2 ∈ N −Ni, dis(n1, n2) ≥ d0 (4)

∀n1 ∈ Ni,∃n2 ∈ Ni s.t. dis(n1, n2) ≤ d0 (5)

Where N represents the set of all nodes, dis() is the distance between embedding
vectors of two nodes, and d0 is a distance threshold. If a node does not meet
the requirements of the conditions, move the node to an existing or new set to
make it meet the requirements. Condition 4 makes the distance between nodes in
different clusters relatively far, and condition 5 makes nodes in the same cluster
have close embedding vectors so that the nodes in each cluster would have the
same label.

4 Experiments and Results

4.1 Experimental Setup

Datasets To verify the detection effect of GenGLAD, we use CERT [16], an
open synthetic dataset for testing. CERT contains many different log files, de-
scribing more than 100 million behaviors of 4000 users. It covers the logs of
device interaction, e-mail, file system, and so on. It covers the logs of device
interaction, e-mail, file system, and other aspects. We select the device login and
logout logs in version r4.2 to simulate the logs with insufficient data and features
in real-world scenes. Specifically, we selected device interaction logs, recording
the users’ login actions on PCs for a span of 45 days. The main fields include
device ID, user ID, action type, and time.
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Baselines We adopted three representative log anomaly detection methods as
baselines: one-class Support Vector Machine (SVM), Gaussian Mixture Model
(GMM), and Deeplog.

– SVM [23]. SVM trains a non-probabilistic binary linear classifier, which rep-
resents the logs as points in the space, and obtains the classification plane
through the training process. Then SVM maps a new log to the same space
and predicts its label based on which side of the classification plane it falls
on.

– GMM [47]. GMM is one of the most widely used statistical methods. It uses
maximum likelihood estimation to estimate the mean and variance of Gaus-
sian distribution. Several Gaussian distributions are combined to represent
the feature vectors and find out the anomalies.

– Deeplog [3]. Deeplog regards the logs as a sequence, calculates the type of
each log through an analysis algorithm, and determines whether the newly
generated log is an anomaly log based on a sequence learning framework,
such as LSTM.

Parameters Selection We use 40,000 device interaction logs, containing 1,154
anomaly ones. In the process of random walk, we choose a walk length of 60 and
only focus on the edges generated by the same rule in each walking path. During
node embedding, the dimension is set as 100 and the window length is 10. We
set the threshold based on the average distance in the process of clustering.

Metrics We use common metrics in the field of anomaly detection to measure
the detection effect, including: accuracy = TP+TN

TP+TN+FP+FN , recall = TP
TP+FN ,

precision = TP
TP+FP . And F1 score for comprehensive evaluation.

F1 = 2 · recall · precision
recall + precision

(6)

Where TP represents true positive, FP represents false positive, TN represents
true negative, and FN represents false negative. We also use the Receiver Oper-
ating Characteristic (ROC) curve and Area Under the Curve (AUC) to evaluate
the detection effect of GenGLAD. The closer the AUC value is to 1, the better
the detection effect is.

4.2 Results

Figure 2 shows the ROC curve of GenGLAD.

It is shown that the AUC value exceeds 0.948, indicating that GenGLAD has
obtained effective detection results. However, in the anomaly detection scenario,
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Fig. 2. ROC curve of the detection result of GenGLAD with AUC 0.948.

the sample proportion of datasets is not balanced, and the detection effect could
not be comprehensively evaluated only by the ROC curve. Therefore, it is nec-
essary to compare various metrics in detail. Table 1 shows the detection results
of GenGLAD and baselines on the CERT dataset.

Table 1. Detection Results

Framework Accuracy Recall Precision F1

GenGLAD 0.9273 0.6646 0.7973 0.7249
SVM 0.6032 0.4474 0.8095 0.5763
GMM 0.5780 0.4168 0.1109 0.1752
Deeplog 0.9039 0.6310 0.6742 0.6519

It is shown that GenGLAD obtains the highest F1 score, which indicates that it
has the best comprehensive detection effect. GenGLAD is superior to all base-
lines in accuracy and recall. However, for precision, SVM has better performance.
This might be due to the more strict classification of SVM as a linear classifier,
which makes it get a low false positive rate with low accuracy. As shown in table
1, the accuracy of GMM is the lowest among all methods.

It is also shown that both GenGLAD and Deeplog have achieved relatively high
accuracy, which means that deep learning helps to improve the effect of log
anomaly detection. Among the baseline methods, GMM could only predict the
distribution of normal logs, and SVM could only provide a linear classification
surface, so these two methods could not achieve high detection accuracy. On
the other hand, Deeplog regards logs as time series data, which could capture
the correlation in the time dimension. In contrast, GenGLAD captures more
correlations between logs, so it achieves the highest accuracy rate, although this
results in higher time complexity.
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5 Conclusion

In this paper, we proposed GenGLAD, a novel framework for log anomaly detec-
tion. To realize the automatic analysis and detection of logs, we first constructed
a graph based on logs, then performed a random walk on the generated graph, us-
ing word2vec to obtain the node embedding vector, and finally detected anomaly
logs based on clustering. We realized the automatic processing of logs and made
GenGLAD could be integrated into a hyperautomation system. Through ex-
periments, we proved that the detection effect of GenGLAD is better than the
popularly used frameworks. The accuracy reached 0.927, and the AUC value
was 0.948. Compared with Deeplog which is widely used, GenGLAD achieved
an improvement of about 11% in F1 score. In further research, we plan to adjust
relevant parameters to further improve the detection effect. In addition, we con-
sider using deep neural network based methods like GCN to embed nodes in an
attempt to obtain better embedding vectors, so that the clustering results could
accurately reflect the distribution of anomaly nodes.

Acknowledgements. This work was supported by State Grid Zhoushan Elec-
tric Power Supply Company of Zhejiang Power Corporation under grant No.
B311ZS220002 (Research on hyperautomation for information comprehensive
inspection).
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