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Abstract— Bayesian network (BN) models have been widely applied in medical diagnosis. These models can be built from different sources, including both data and domain knowledge in the form of expertise and literature. Although it might seem simple to depend only on data, this will not be the best approach unless a large dataset is available. In this study, we present a knowledge-based BN modelling approach which we applied for diagnosing the chronic disease of rheumatoid arthritis (RA). We illustrate the process of extracting the relevant knowledge, starting by identifying the BN variables implied by the activities and decision points shown in a model of the caremap for RA diagnosis. To complete this, further medical knowledge is elicited from an expert panel of rheumatologists, the medical literature is investigated, and a data set is used to parameterise the model. We compare the performance of this knowledge-based BN with another BN model learnt entirely from data. The results show that our proposed knowledge-based model outperforms the data-driven one.
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I. INTRODUCTION

BNs are a popular technique for decision support in medicine [1], [2] perhaps because they can be built using a combination of data and knowledge elicited from domain experts or literature [3]–[6]. The use of knowledge is an advantage when there is a lack of sufficient good-quality data, but essential when the application requires a causally coherent model. BNs are widely used in medical diagnosis because they can express medical knowledge and uncertainty [6] and deal with incomplete data [7].

Many people suffer from chronic diseases and joint pain caused by inflammatory arthritis (IA). Rheumatoid arthritis (RA) is the most frequent IA, affecting 1% of the UK population [8]. Diagnostic delays may occur due to inadequate evidences at onset of IA [9]. That has led rheumatologists to propose diagnostic criteria, such as American College of Rheumatology (ACR) 1987 [10] and, in 2010, its revision jointly with the European League Against Rheumatism (EULAR) [11]. The 2010 criteria are point-based and consider four domains: joint involvement, serology results, acute-phase reactants and duration of symptoms [12]. Although the 2010 criteria have improved the early identification of RA compared to 1987 criteria, there is still the need to improve the accuracy of RA diagnosis [9].

In this paper we describe a BN model for diagnosing RA from other forms of IA using a combination of experts’ knowledge and data. We differentiate RA from other IA conditions by representing causal connections between risk factors, signs, symptoms, and relevant comorbidities. To investigate the value of using knowledge, we compare the knowledge-based BN with an alternative model learnt only from data.

The reminder of this paper is as follows: Section II reviews the literature on BN modelling approaches for medical diagnosis and on models for the diagnosis of RA. In Section III, we explain how the data are processed and how both BN models are built. Section IV includes a comparison of the BN models’ performance, a review of the predicted outcomes and an explanation of one RA case. Finally, conclusions are in Section V.

II. LITERATURE REVIEW

Many BN models have been developed for medical diagnosis. Such models can be built using data, knowledge, medical literature, ontologies or other sources of medical evidences, or a combination of these sources. For example, [13] presents a BN model for diagnosing preeclampsia built based on knowledge. In [6], multiple BN models (developed from both knowledge and data) are compared with other classifiers learnt entirely from data to diagnose Alzheimer’s disease, dementia, and mild cognitive impairment. For each condition, the performance of knowledge-based BN models, with areas under the ROCs (AUROC) of 0.86, 0.96, and 0.97 respectively, is comparable to that of the best data-driven classifier with AUROCs of 0.90, 0.98, and 0.97 respectively. In contrast, [14] learnt a BN for the diagnosis of Alzheimer’s disease from data having first analysed the data to identify the most important variables. Reference [15] presents a BN model to differentiate dengue from other acute febrile illness: the work used knowledge from domain expert and literature, combining this with data. In [16], a BN for diagnosing musculoskeletal disorders of the shoulder was built using expert knowledge and medical literature, together with retrospective data. The expert elicitation used two stages: an initial model was updated following a review by a panel of orthopaedic specialists.

Some studies have suggested extracting medical knowledge from medical dictionaries or ontologies. In [17] a two-level BN model for diagnosis is built by automatically extracting medical knowledge from an ontology; the diagnostic part is supplement by a ‘decision network’ to evaluate available tests using utility values specified by a physician. In [18], multiple models including a BN model are automatically developed to diagnose mild cognitive impairment using a combination of approaches, including knowledge extracted from the SNOMED ontology.

Some studies use only data to build BN models. For example, [19] combines structured data with information extracted from medical notes (i.e. text) to build a BN model for dementia diagnosis. In another study [20], four data-driven classifier models – rules, logistic regression, tree, and Bayes net – are trained to recognise primary hyperparathyroidism.

To the best of our knowledge, there is no BN model for RA diagnosis. Other types of classifier have been built for RA
diagnosis, mainly by exploiting data. In [21], a combination of data and expert knowledge is used to develop an RA diagnostic tool. The method uses fuzzy logic and neural networks. A team of orthopaedic surgeons and rheumatologists were consulted to determine the relevant variables including symptoms, medical tests and disease severity measurement. Another study [22] used multiple machine-learning algorithms including decision trees (using a variety of algorithms) and support vector machine, combined using a variant of the AdaBoost, showing that their algorithm outperforms others in distinguishing RA from other rheumatic diseases (at highest 81% versus 85% accuracy). Separately, [23] also applied AdaBoost using social and medical data to separate RA from fibromyalgia. In [24], decision trees are trained using personal and medical data of patients, chosen using a feature selection algorithm. The classifier is used to differentiate RA patients from non-RA ones. In [24], decision trees are trained using personal and medical data of patients, chosen using a feature selection algorithm. The classifier is used to differentiate RA patients from non-RA ones.

These studies show the lack of a knowledge-based approach and the need for building a BN model for RA diagnosis. A model that not only expresses the causal connection between factors involved in RA development and manifestation learnt from experts and literature, but also can assist clinicians to measure the uncertainty embedded in RA classification from other types of IA.

III. DATA PROCESSING AND MODELLING

Bayesian networks (BNs) are probabilistic graphical models that represent a set of random variables and their conditional dependencies as a directed acyclic graph (DAG) [25]. The variables and dependencies of the DAG and the parameters that determine the strength of dependencies can be learnt from experts, literature, ontologies, data, or a mixture of them. In this study, we first process and analyse data. Then we create the structure of two BNs: (1) a knowledge-based model elicited from experts and (2) a model learnt from data using structural expectation-maximisation (EM) method. In both cases, the parameters of these models are learnt from the data.

To build the knowledge-based BN, we elicit the rheumatology knowledge from a panel of experts from the Barts Health Rheumatology Department: the second author who is a clinical research fellow, the fifth author who is a consultant rheumatologist, and a postdoctoral researcher. The clinical research fellow is called “main expert” in the rest of this paper since she provided the majority of the advice.

A. Data explanation

We use a dataset collected in the Pathobiology of Early Arthritis Cohort (PEAC) study which has been running since 2009 [26]. In the available data, there are 373 cases that are diagnosed with RA (226 cases), undifferentiated arthritis (UA) (79 cases), psoriatic arthritis (PsA) (49 cases), monoarthritis (12 cases), and others (7 cases).

The dataset consists of 29 variables covering patients’ personal and lifestyle information, demographic, medical background, comorbidities, disease manifestation, diagnosis, disease activity data, and medication. The dataset includes some outliers, beyond clinically possible ranges, and some data values were missing. The extreme outliers were removed and data were cleaned as far as possible. Some variables were discretised using medially meaningful thresholds proposed by the clinical team. After these processes, we remove 6 cases which had two or more missing values out of 29. We also remove 4 cases with no clear diagnosis. In the 363 remaining cases, only 4% of data was missing. The diagnoses of the remaining cases were RA (217 cases), UA (78 cases), PsA (49 cases), monoarthritis (12 cases), and others (7 cases). Since our goal was to classify RA from other arthritic conditions, we grouped all conditions into RA and ‘other’ inflammatory arthritis (IA), which contains UA, PsA, monoarthritis, and others.

B. BN structure

We interview the experts to create a model of the caremap for RA diagnosis using the standardised approach for caremap development [27]. As shown in Fig. 1, the caremap consists of activity nodes and decision points which are represented by rectangular and diamond shapes, respectively. By considering the concepts mentioned in the caremap and the available dataset, we identified the categories of variables needed in the BN.

Once a referral is received, the rheumatologist should collect the patient history which refers to risk factors including personal, demographic, lifestyle, and medical background risks, comorbidities, and intervention.

• Personal risks include age and gender.
• Demographic risks associated with RA diagnosis include ethnicity [28], [29], education, and occupation [30].
• Alcohol [31], smoking [32]–[34], and body mass index (BMI) [35] are three lifestyle risks.
• Relevant medical background includes a family history (FHx) of RA or other IA FHx.
• Relevant comorbidities are those with similar symptoms and serology results. Thyroid autoimmune disease

![Fig. 1. A caremap for RA diagnosis](image-url)
(TAD) and skin psoriasis are also considered as possible evidence for a common trigger of other autoimmune diseases such as RA or PsA. Osteoarthritis (OA), skin psoriasis, connective tissue disease (CTD), and crystal arthropathy (CA) cause similar symptoms as RA and CTD and CA also affect blood test results of erythrocyte sedimentation rate (ESR) and C-reactive protein (CRP).

- Intervention refers to the possible prescription of steroids by a primary care doctor to alleviate symptoms and reduce inflammation.

From the caremap node of perform clinical examination, we derived disease manifestations which can be divided into serology results, symptoms, and signs. Serology results include measurements of two cyclic citrullinated peptide (CCP) and rheumatoid factor (RhF), as well as ESR and CRP as the inflammation marker in blood. The most important symptom is morning stiffness for more than 30 minutes. Other symptoms are general malaise, measured by global health scores, joint pain, and fatigue which patients are asked to indicate or provide a number between 0 and 100, where 0 indicates the best and 100 the worst. The count of swollen joints and the count of tender joints reveal the effect of the disease which are measured by the rheumatologists. Another sign is the symmetrical pattern of swollen joints associated with RA. Ultrasound, where available, enables the rheumatologists to have a clearer image of the joints.

At this point, considering all risk factors, comorbidities, and disease manifestations, the rheumatologists may suspect of RA and decide that blood tests are needed. Finally, the rheumatologist diagnoses a person with RA or not.

Apart from the concepts represented in the caremap, our experts present the pathogenesis of RA which is a complex and multifactorial interplay of genetic and environmental factors. Our model considers genetics and the impact on development of pathogenic antibodies (serological pathogenesis), lifestyle, personal and hormonal risk factors. Two known antibodies, CCP and RhF are implicated in RA pathogenesis through a gene-environment interaction. Measured by blood test, CCP is associated with HLA-DRB1 gene (known as the “shared epitope”) and smoking [36] and RhF is associated with HLA-DRB1 gene, PTPN22 gene, and smoking [33, 37]. Female sex hormones also play a role in developing RA as female hormonal fluctuations during postpartum [38] and early menopause [39] have been observed to be classical times for the onset of RA [40].

We use the extracted variables to create a BN structure for review by the main expert. The main expert reviewed the variables, the states of each variable and causal / associative dependencies. AgenaRisk software is used to build this model [41], as it is displayed in Fig. 2. The knowledge-based model contains some latent and synthetic variables represented by dashed ovals. The four latent variables are: Menopause, ‘Pregnancy and Postpartum’, ‘HLA-DRB1 Gene’, and ‘PTPN22 Gene’. Although included in the variables known to be possible risk factors, no values of these variables were recorded in our dataset. Our experts provided prior probabilities for these latent variables to parameterise them. Synthetic variables combine their parent variables and collectively influence their children variables. Ten synthetic variables are ‘Demographic Risks’, ‘Personal Risks’, ‘Lifestyle Risks’, ‘Medical Background Risks’, Serostatus, ‘IA FHx’, ‘Comorbidity Background’, ‘Alternative Explanation of Symptoms’ and ‘Alternative Explanation of CRP and ESR’, and ‘Female Sex Hormones Effect on RA’. These variables reduce the chances of overfitting of the model by reducing the number of input variables into the Diagnosis variable. These variables do not exist in the dataset, however our experts defined their values by providing a set of rules. Although our experts tried to provide inclusive rules based on the states of the parent variables of each synthetic variable, these rules do not cover all the cases and leave some missing values.

As an alternative to the knowledge-based model, we used the processed data to learn the structure of a BN (see Fig. 3) using bnlearn’s structural EM method [42]. This learning method was chosen it is able to deal with missing data. The dataset use was exactly the same one used to learn the

---

**Fig. 2. Knowledge-based BN model for RA diagnosis built from experts’ knowledge**
parameters of the knowledge-based model, with discretised variables as described in Section III A above.

This BN model is entirely learnt from data and there is no direct intervention by experts in designing the model. However, we made many processes on the data along with the main expert in order to prepare it for structure and/or parameter learning. The data-driven model has no synthetic or latent variables. In this model, it is medically meaningful that the Diagnosis variable is linked to the ‘Symmetrical Swollen Joints’ and Stiffness. It also make medical sense that Diagnosis is connected in the reverse direction to CCP, RhF, ‘Swollen Joints Count’, ‘Global Health’, and indirectly ‘Skin Psoriasis’ which is a component of ‘Comorbidity Background’ of the knowledge-based model. The connection between CCP and Smoking reflects the environment-serological pathogenesis mechanism of RA reported by [33]. The reverse connection between ESR and ‘Prescribed Steroid’ represents the medically meaningful association between them.

The data-driven method does not find any link from or to the ‘Other IA’ variable, therefore it is not involved in the model.

C. BN parameterisation

We train the parameters of the models using the data of which all variables are discretised. AgenaRisk software is used for parameter learning of both models.

Four latent variables defined by rules have large percentage of missing values. We partly incorporated the EM algorithm proportionate to the missing percentage in order to deal with the large missing percentages of these variables.

IV. RESULTS

A. Cross-validation

We used the results of a 10-fold cross-validation to compare the performance of the models in terms of their discrimination and accuracy. Discrimination measures if the model is able to differentiate between two states of the diagnosis, i.e. RA and ‘Other IA’, and accuracy investigates whether the predicted outcomes are actually close to the recorded outcomes. For discrimination comparison, we compare the receiver operating characteristics (ROC) curves of each model, sensitivity, and specificity values. The area under the ROC curve (AUROC) of the knowledge-based BN is 0.86 with 95% confidence interval (CI) (0.82-0.90), but the AUROC of the data-driven BN is 0.72 with 95% CI (0.66-0.77). Fig. 4 displays the ROC curves of the knowledge-based BN model (black line) and the data-driven model (grey line). At 90% sensitivity, the knowledge-based BN shows 64% specificity and the data-driven BN results 30% specificity.

To evaluate the accuracy of the two models, we apply the Brier score (BS) and the Brier skill score (BSS). BS is the measurement of the mean squared difference between the predicted results and the real ones. Its value can be between 0 and 1, where 0 refers to the perfect prediction and 1 is the worst outcome. BSS is the improvement of the prediction relative to a reference prediction which is usually the average probability of the prediction event recorded in the real data. Its values can be between minus infinity and 1, where 1 indicates a perfect prediction and lesser or negative values are the worse outcomes. The BS of the knowledge-based BN model is 0.15, but that of the data-driven model is 0.23. The BSS of the knowledge-based model is 0.38, whereas that of the data-driven model is 0.039.

The evaluation of models in terms of discrimination and accuracy is summarised in Table I. The confusion matrices of the knowledge-based and data-driven models are shown in Tables II and III, respectively. Considering the proportion of 217 cases of RA out of 363 records, we assumed the threshold probability of diagnosis to separate predicted RA cases from ‘Other IA’ to be 59.77%. We can see a better prediction accuracy of RA compared to ‘Other IA’ in both models. The accuracies of RA and ‘Other IA’ using knowledge-based BN model are 82% and 79%.

Figure 3. Data-driven BN model for RA diagnosis learnt from structural EM
respectively. Data-driven BN model respectively achieves 73% and 65% in classifying RA and ‘Other IA’.

The accuracy of ‘Other IA’ in both models is relatively lower. We believe that the lower accuracy may result from the relative lack of known risk factors of the ‘Other IA’ conditions. PsA, one of the other IA conditions, has only two relative lack of known risk factors of the ‘Other IA’ conditions. Psoriasis’ comorbidity. For another condition, monoarthritis, ‘Other IA FHx’ is the only risk factor. Finally, UA, the other main IA condition, refers to those arthritic cases that are not differentiable and these cases have no specific risk factors involved in the models.

We further compared the accuracy of classifying other IA conditions separately. Table IV indicates the number of correctly classified cases of UA (out of 78), PsA (out of 49), monoarthritis (out of 12), and others (out of 7) using both models.

To gain deeper insight into the predicted outcomes and the real diagnosis, we divide the prediction probabilities into five bins and investigate the number of the accurate cases and their percentages. Table V shows the accurate cases and their percentages in each bin for both knowledge-based and data-driven models.

The discrimination and accuracy results show that the knowledge-based BN model performs better than the data-driven model. Although the knowledge-based model is sparser than the data-driven one, both models are susceptible to overfitting. The Diagnosis variable in the knowledge-based model and two variables of Smoking and Stiffness in the data-driven model have more than four parent variables. They can potentially lead the corresponding models to over-fit considering the number of the parents’ states and their big conditional probability tables.

### B. Review inaccurate cases

We investigated the inaccurate cases of the knowledge-based model. There are 38 inaccurate RA predictions and 31 inaccurate predictions of ‘Other IA’. These inaccurate RA predictions suffer from having a high percentage of missing values in the Serostatus and ‘Personal Risks’ latent variable, which are respectively 46% and 54%. However, the overall missing percentages of these two variables are respectively 36% and 45%.

17 cases of inaccurate ‘Other IA’ predictions are actually diagnosed with UA at onset. All these cases have a negative CCP and RhF, except one case that has a low positive RhF. The classifier detects these cases as RA, although two major factors, CCP and RhF, are negative. Further investigation is needed to find out if these cases have been diagnosed with RA in the future or not.

### C. Explanation of one RA case

To increase the trustworthiness of the models, we can explain the models by doing reasoning [43]. This needs to pick one real case and enter the evidences of this case into the models to investigate the reasoning. The recorded diagnosis of this specific case is RA. By giving the available evidences of risk factors, comorbidities, and manifestations, we achieve an 85% probability of getting diagnosis with RA using the knowledge-based model, whereas the data-driven model obtains 99%. Both probabilities are greater than the overall

### TABLE I. COMPARISON OF MODELS PERFORMANCE

<table>
<thead>
<tr>
<th>AUROC</th>
<th>Knowledge-based BN</th>
<th>Data-driven BN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.86</td>
<td>0.72</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II. CONFUSION MATRIX OF KNOWLEDGE-BASED BN MODEL

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>RA</th>
<th>Other IA</th>
</tr>
</thead>
<tbody>
<tr>
<td>59.77 ≤ Prediction</td>
<td>179</td>
<td>31</td>
</tr>
<tr>
<td>Prediction &lt; 59.77</td>
<td>38</td>
<td>115</td>
</tr>
</tbody>
</table>

### TABLE III. CONFUSION MATRIX OF DATA-DRIVEN BN MODEL

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>RA</th>
<th>Other IA</th>
</tr>
</thead>
<tbody>
<tr>
<td>59.77 ≤ Prediction</td>
<td>159</td>
<td>51</td>
</tr>
<tr>
<td>Prediction &lt; 59.77</td>
<td>58</td>
<td>95</td>
</tr>
</tbody>
</table>

### TABLE IV. PREDICTION ACCURACY OF OTHER IA SEPARATELY

<table>
<thead>
<tr>
<th>Other IA conditions</th>
<th>Knowledge-based BN</th>
<th>Data-driven BN</th>
</tr>
</thead>
<tbody>
<tr>
<td>UA</td>
<td>61/78 (78%)</td>
<td>48/78 (62%)</td>
</tr>
<tr>
<td>PsA</td>
<td>42/49 (86%)</td>
<td>36/49 (73%)</td>
</tr>
<tr>
<td>Monoarthritis</td>
<td>11/12 (92%)</td>
<td>9/12 (75%)</td>
</tr>
<tr>
<td>Others</td>
<td>1/7 (14%)</td>
<td>2/7 (29%)</td>
</tr>
</tbody>
</table>
To compare the edge metrical Swollen Joints’ play no roles in the dataset.

0. To compare the evidences one-by-one to check if variables support diagnosis or not. In the knowledge-based model, except BMI and Alcohol all other risk factors support diagnosis, though Smoking shows slight sensitivity which is not favourable. This can be caused by the fact that BMI, Alcohol, and Smoking have the highest percentage of missing values: 16%, 13%, and 13%, respectively. In the data-driven model, however, only Ethnicity supports diagnosis.

In the knowledge-based model, comorbidity of ‘Skin Psoriasis’ plays a major role in indirectly influencing the probability of diagnosis since it is closely associated with PsA, one of the other IA conditions. Other comorbidities have an expected supportive effect on diagnosis, except CTD. This can be due to the lack of positive CTD cases in the dataset. Similarly, in the data-driven model, ‘Skin Psoriasis’ supports diagnosis, however other comorbidities have no influence on it.

Although all factors of signs, symptoms, and serology results are sensitive in reasoning by the knowledge-based model, they act differently in the data-driven one. ESR, ‘Global Health’ and Stiffness support diagnosis in the data-driven model, whereas CRP, ‘Joint Pain’, and ‘Swollen Joints Count’ do not. Fatigue, ‘Prescribed Steroid’, ‘Tender Joints Count’, and ‘Symmetrical Swollen Joints’ play no roles in diagnosis reasoning.

V. CONCLUSION

In this paper, we describe a knowledge-based BN model built from experts’ knowledge and supported by the established medical literature. The steps of data processing, structure building from knowledge and literature, and parameterisation are all explained.

We develop an entirely data-driven BN model and compare its outcomes with those of the knowledge-based BN. Their performances are analysed in terms of discrimination and accuracy and in both of them the knowledge-based BN outperforms the data-driven model. To compare the inferencing of two models, we pick one specific case and used its records as evidences to contrast the behaviour of the models. It shows that the knowledge-based model behaves more like what the rheumatologists expect, however the data-driven model shows lesser compatibility with the rheumatologist’s expectations.

One area for further work is to complete the review of mispredictions in the knowledge-based model (see Section IV B) to improve the definition of synthetic variables, reducing the number of missing values in the parameter learning. Both the models described here are discrete, although the data includes both continuous and discrete values. We could use this data without discretising the continuous values to build and compare knowledge-based and data-driven hybrid models, also comparing their performances with those of the current discrete models. Other structure learning algorithms equipped with imputation to handle data with missing values could also be tested, since this would allow the use of more of the original data.

REFERENCES


TABLE V. ACCURACY OF RA PREDICTION IN 5 BINS

<table>
<thead>
<tr>
<th>RA prediction bins</th>
<th>Knowledge-based BN</th>
<th>Data-driven BN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases</td>
<td>Accuracy</td>
<td>Cases</td>
</tr>
<tr>
<td>0.8 ≤ P ≤ 1.0</td>
<td>186/363 (52.1%)</td>
<td>177/363 (48.6%)</td>
</tr>
<tr>
<td>0.6 ≤ P ≤ 0.8</td>
<td>24/363 (13.8%)</td>
<td>30/363 (13.8%)</td>
</tr>
<tr>
<td>0.4 ≤ P ≤ 0.6</td>
<td>21/363 (11.1%)</td>
<td>27/363 (14.7%)</td>
</tr>
<tr>
<td>0.2 ≤ P ≤ 0.4</td>
<td>25/363 (13.8%)</td>
<td>29/363 (13.8%)</td>
</tr>
<tr>
<td>0.0 ≤ P ≤ 0.2</td>
<td>107/363 (59.7%)</td>
<td>100/363 (55.6%)</td>
</tr>
</tbody>
</table>

ratio of RA cases (59.77%), so that the outcomes match the recorded diagnosis.


