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ABSTRACT

Parkinson disease (PD), the second most common neurological disorder that causes significant disability, reduces the quality of life and has no cure. Nerve cells in this part of the brain are responsible for producing a chemical called dopamine. Dopamine acts as a message between the parts of the brain and nervous system that help control and co-ordinate body movements. As dopamine generally neurons in the parts begin to experience difficulty in speaking, writing, walking or completing other simple task. Approximately, 90% affected people with Parkinson have speech disorders. The average age of onset is about 70 years, and the incidence rises significantly with advancing age. However, a small percent of people with PD have “early-onset” disease that begins before the age of 50. More than 10 million people worldwide are living with PD. No cure for PD exists today, but research is ongoing and medications or surgery can often provide substantial improvement with motor symptoms.

Parkinson disease is one of the most serious diseases. Hence diagnosing it at an earlier stage could help prevent or reduce the effects. The machine learning classification algorithms are used to predict if a person has Parkinson disease or not, comparing different machine learning algorithm such as logistic regression, decision tree, k-nearest neighbour as well as some “Ensemble” learning techniques where we attempt to improve the accuracy by combining several models. The machine learning model can be implemented to significantly improve diagnosis method of Parkinson disease. In this study it indicates that the ensemble techniques Xgboost classification (Extreme gradient boosting) algorithm achieved the high test accuracy rate (95%) compared to other classification algorithm. The performance of the methods has been assessed with a reliable dataset from UCI Machine learning repository.
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1. INTRODUCTION

Parkinson’s disease (PD) is a progressive neurodegenerative condition leading to the death of the dopamine (di-ortho-phenyl-alanine)-containing cells of the substantia nigra. There is no consistently reliable test that can distinguish PD from other conditions with similar clinical presentations. The diagnosis is primarily a clinical one based on a history and examination [1]. Parkinson’s disease is named after the British doctor who wrote the first book about the disease, in 1817, that made it an easily recognized entity. Parkinson called it, “The Shaking Palsy,” or “paralysis agitans.” In his day, the term “agitans” referred to tremors. “Palsy” meant weakness and “paralysis” meant paralyzed, so the condition was consider a disorder of weakness and tremors, which is not completely true, as we shall see. It is a chronic, progressive neurodegenerative disease characterized by both motor and non-motor features. The motor symptoms of PD are attributed to the loss of striatal dopaminergic neurons, although the presence of non motor symptoms supports neuronal loss in non dopaminergic areas as well. The term “parkinsonism” means “looks like parkinson’s disease.” To neurologists this means that the person has a somewhat flexed posture, moves slowly, is stiff and usually walks slowly, with small steps and reduced or no arm swing. PD is the most common cause of parkinsonism, although a number of secondary causes also exist, including diseases that mimic PD and drug-induced causes.[2]. There is no single test which can administered for diagnosis. Instead, doctors must perform a careful clinical analysis of the patient’s medical history. Unfortunately, this method of diagnosis is highly inaccurate. A study from the National Institute of Neurological Disorders find that early diagnosis(having symptoms for 5 years or less) is only 53% accurate. This is not much better than random guessing, but an early diagnosis is critical to effective treatment. The number of people suffering from PD has increased rapidly worldwide. More than 10 million people worldwide are living with PD. It has 5 stages to it and affects more than 1 million individuals every year in India. It affects about 5 lakh-one million Americans, or about 1% of people over the age of 60. Incidence of Parkinson’s disease increases with age, but an estimated four percent of people with PD are diagnosed before age 50. Men are 1.5 times more likely to have Parkinson's disease than women[3]. Parkinson’s disease can’t be cured, but medication can help control the symptoms in PD patients. Medications may help PD affected people to manage problems with walking, movement and tremor. These medications increase or substitute for dopamine. In some more cases, surgery may be advised. Although there is large amount of research on PD, we still don’t know what causes it. And we even have some trouble diagnosing it at times.[13]

To classify PD and healthy people the usage of speech signals is an effective technique for diagnosing PD from speech impairments. In Literature, different machines learning based classification techniques have been proposed to classify PD and healthy people from speech signals, and are reported in the study. Machine learning (ML) is frequently used for medical disease diagnosis recently because of its implementation convenience and high accuracy ML has also been used for the treatment of PD in the literature [4]. Tsanas et al. [5] used a data set consisting of 263 speech samples from 43 people and 76.7% of dataset were PD, the leftover data set was healthy. They utilized an updated version of the data set that was utilized in [5]. Little et
al. [6] present an assessment of measures for the identity of PD subjects from healthy by detecting dysphonia. They diagnosed 23 PD and 8 healthy people and their dataset recorded vowels and used a Support Vector Machine (SVM) for classification and achieved classification accuracy 91.4 %. Moreover; classifiers such as Ada boost, SVM, K-NN, multilayer perceptron (MLP), and Naïve Bayes (NB) were applied for classification PD and healthy subjects. They showed that phonation is the most convenient task for PD detection. K-NN, Multilayer Perceptron (MLP), Optimum Path Forest, and Support Vector Machines (SVM) were the evaluated classifiers in the study. Voice features were reduced using artificial neural networks for the ML based diagnosis of PD in [7].

2. RELATED WORK

It is important to predict clinical tasks for health base systems. Recently, a wide range of speech signal processing algorithms (dysponia measures) aiming to predict PD symptom severity using speech signals have been introduced. There have been several studies reported focusing on the diagnosis of Parkinson disease. In, [6] Little et al. present an assessment of measures for the identity of PD subjects from healthy by detecting dysphonia. They diagnosed 23 PD and 8 healthy people and their dataset recorded vowels and used a Support Vector Machine (SVM) for classification and achieved classification accuracy 91.4 %. Different from the work of Little et al., Sakar et al. [9] designed voice experiments with sustained vowels, words, and sentences from PD patients and controls. The paper reported that sustained vowels had more PD-discriminative power than the isolated words and short sentences. The study result achieved 77.5% accuracy by using SVM classifier. In [8], Das made a comparison of classification score for diagnosis of PD between artificial neural networks (ANN), Regression and Decision Trees. The ANN classifier yielded the best results of 92.9%. In [10], The new method compared to hitherto methods outperforms the state-of-the-art in terms of both predictions of accuracy (98.46%) and area under receiver operating characteristic curve (0.99) scores applying rotation-forest ensemble k-nearest neighbour classifier algorithm. In [11], study proposes a method in early detection and diagnosis of PD by using the Multilayer Feed forward Neural Network (MLFNN) with Back-propagation (BP) algorithm. The result shows that network can be used in diagnosis and detection of PD due to the good performance, which is 83.3% for sensitivity, 63.6% for specificity, and 80% for accuracy. In [14] study it indicates that the linear logistic regression and sparse multinomial logistic regression achieved a highest accuracy 100% and sensitivity, specificity of 0.983 and 0.996. In other related study, the Multi-Layer Perceptron (MLP) with Back-Propagation learning algorithm are used to classify to effective diagnosis Parkinsons disease (PD). In [19] study supervised learning algorithm such as deep neural networks and achieved a highest accuracy 83% provided by the machine learning models exceed the average clinical diagnosis accuracy of non-experts (73.8%) and average accuracy of movement disorder specialists (79.6% without follow-up, 83.9% after follow-up) with pathological post-mortem examination as ground truth.
Its a challenging problem for Medical community and it was characterized by tremor, PD occurs due to the loss of dopamine in the brains thalamic region that results in involuntary or oscillatory movement in the body and the feature selection algorithm along with biomedical test valued the diagnose Parkinson disease. Therefore, this work proposes a new approach to classifying PD tremor and improving the patients quality’s live on treatment, using machine learning classification algorithms.

3. MATERIALS and METHOD

3.2 DESCRIPTION OF DATASET:

<table>
<thead>
<tr>
<th>ATTRIBUTE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDVP: Fo (Hz)</td>
<td>Average vocal fundamental frequency</td>
</tr>
<tr>
<td>MDVP: Fhi (Hz)</td>
<td>Maximum vocal fundamental frequency</td>
</tr>
<tr>
<td>MDVP: Flo (Hz)</td>
<td>Minimum vocal fundamental frequency</td>
</tr>
<tr>
<td>MDVP: Jitter(%)</td>
<td>Several measures of variation in fundamental frequency.</td>
</tr>
<tr>
<td>MDVP: Jitter(Abs)</td>
<td></td>
</tr>
<tr>
<td>MDVP: RAP</td>
<td></td>
</tr>
<tr>
<td>MDVP: PPQ</td>
<td></td>
</tr>
<tr>
<td>Jitter: DDP</td>
<td></td>
</tr>
<tr>
<td>MDVP: Shimmer</td>
<td>Several measures of variation in amplitude.</td>
</tr>
<tr>
<td>Shimmer: APQ3</td>
<td></td>
</tr>
<tr>
<td>Shimmer: APQ5</td>
<td></td>
</tr>
<tr>
<td>MDVP: APQ</td>
<td></td>
</tr>
<tr>
<td>Shimmer: DDA</td>
<td></td>
</tr>
<tr>
<td>PDE, D2</td>
<td>Two nonlinear dynamical complexity measures</td>
</tr>
<tr>
<td>NHR, HNR</td>
<td>Two measures of ratio of noise to tonal components in the voice</td>
</tr>
<tr>
<td>DFA</td>
<td>Signal fractal scaling exponent</td>
</tr>
<tr>
<td>Spread1, spread2, PPE</td>
<td>Three nonlinear measures of fundamental frequency variation.</td>
</tr>
<tr>
<td>Status</td>
<td>Health status of the subject (one) - Parkinson's, (zero) - healthy.</td>
</tr>
</tbody>
</table>

Table 1: UCI Parkinson’s disease dataset
The data set which is used for analysis is created by Max Little of the University of Oxford, in collaboration with the National Centre for Voice and speech, Denver, Colorado, who recorded the speech signals. This data set consists of a range of biomedical voice measurement with 195 samples of features from 31 people, 23 with Parkinson’s disease (PD) and 8 of them are the control group. The data is in ASCII CSV format. A series of features was extracted which can be categorized as: name of the patients, three types of fundamental frequency (high, low and average), several measures of variation in fundamental frequency (jitter and its type), several measures of variation of amplitude (shimmer and its type), two measures of ratio of noise to tonal components in the voice (NHR and HNR), Two nonlinear dynamically complexity measures (RPDE, D2), DFA is a signal fractal scaling exponent, and Three nonlinear measures of fundamental frequency variation (spread1, spread2, PPE). The main aim of the data is to discriminate healthy people from those with PD, according to "status" column which is set to 0 for healthy and 1 for PD. There are around 6 recording per patients. The data set has about 75% of cases suffering from Parkinson disease and 25% of cases which are healthy.[12]

![Figure 1](image.png)

**Fig 1:** Show value counts for two categorical 0 for healthy and 1 for Parkinson’s

### 3.3 FEATURE IMPORTANT ANALYSIS

Feature importance refers to a class of techniques for assigning scores to input features to a predictive model that indicates the relative importance of each features when making a predict. Feature important analysis provide insight into the dataset. The relative scores can highlight which features can be more relevant to the target. Feature importance analysis can provide insight into
the model. Most important scores are calculated by a predictive model that has been fit on the dataset. In fig 2, it describes how different features in the parkinson’s disease dataset correlated to each other.

Fig 2: Correlation between features of parkinson’s disease
3.4 PREDICTION TECHNIQUES

LOGISTIC REGRESSION:
Logistic regression is another techniques borrowed by machine learning from the field of statistics. It is the go-to method for binary classification problem (problems with 2 class values). Logistic regression is a type of predictive model that can be used when the target variable is a categorical variables. Logistic regression yields as good performance as machine learning model to predict the risk of major chronic diseases with low incidence and simple clinical predictors. Logistic regression measures the relationship between the categorical dependent variables by estimating the probabilities, the dependent variable must be binary in nature, e.g. 0 or 1. Formula used to calculate the logistic regression:
\[ Y = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x)}}. \]

DECISION TREE:
Decision tree algorithm is supervised learning algorithm which is used for the classification as well as regression problems. Decision tree is one of the predictive modelling approaches used in statistics, data mining and machine learning. Decision tree classifier, the input is split into sub-spaces based upon certain functions. It helps in reaching a conclusion based upon conditional control statement. In decision tree, there are two nodes, which are the decision node and leaf node. Decision nodes are used to make any decision and have multiple branches, whereas leaf nodes are the output of those decisions and do not contain any further branches. The goal is to create a model that predicts the value of target variable by learning simple decision rules inferred from the data features.

SVM(SUPPORT VECTOR MACHINE):
Support vector machine (SVM) is a popular classification technique. Support vector machine (SVM) is a supervised machine learning algorithm which can be used for both classification or regression challenges. It is mostly used in classification problems. SVM is highly preferred by many as it produces significant accuracy with less computation power. The main aim of SVM is to find a hyper plane in a N-dimensional space (N-number of features) that distinctly classifies the data points. The SVM classifier is a frontier which best segregates the two classes (hyper plane/line). The goal of SVM is to divide the dataset into classes to find a maximum marginal hyperplane (MMH). Its high generalization ability makes it to be used in many fields of classification successfully.
KNN (K-Nearest Neighbour)

K-Nearest Neighbour is one of the simplest machine learning algorithm based on supervised learning techniques which can be used for both classification or regression challengers. It is mostly used in classification problems. The K is a important parameter in creating a KNN classifier. KNN algorithm assumes the similarity between the new data and available data and put the new data into the category that is most similar to the available categories. Based on the similarity KNN algorithm stores all the available data and classifies a new data point. This means when new data appears then it can easily classified into a well suite category by using KNN algorithm. KNN algorithm is robust to noisy training data and it can be more effective if the training data is large.

STEPS

- Load the data
- Initialize the value of k.
- Fitting the KNN algorithm to the training set.
- To predict a data Calculate the distance between test data and each row of training data. Here Euclidean distance is used.
- Sort the calculated distance based on the distance value.
- Test the accuracy of the result
- Visualizing the test-set result

BAGGING CLASSIFIER:

Bagging classifier is also known as Bootstrap aggregating. It is a machine learning ensemble meta-algorithm designed to improve the stability and accuracy of machine learning algorithms used in statistical classification and regression. This classifier is almost similar to Random forest but the differ in the sense that in Random forest only subset of features are selected at random out of the total and the best split feature from the subset is used to split each node in tree unlike in bagging it consider all the features available for splitting at the node.

XGBOOST Classifier:

XGBOOST is widely used algorithm in machine learning, whether the problem is classification or regression problem. It's known for good performance as compared to all other machine learning algorithms. It stands for extreme gradient boosting algorithm and it is based on decision tree. It has an immensely high predictive power which makes it the best choice for accuracy and making the algorithm almost 10x faster than existing gradient booster techniques. Xgboost is also known as Regularized boosting technique.
4. RESULT

In this work we have used various prediction models for the prediction of parkinson disease using a reliable dataset from UCI machine learning repository where 195 samples of features from 31 people, 23 with Parkinson's disease (PD) and 8 of them are the control group. In the Table 2, we can observe that xgboost has achieved highest test accuracy rate of 0.95 (95%) and training accuracy rate of 1.00 (100%).

<table>
<thead>
<tr>
<th>CLASSIFICATION TECHNIQUES</th>
<th>TRAINING ACCURACY RATE</th>
<th>TEST ACCURACY RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOGISTIC REGRESSION</td>
<td>0.88</td>
<td>0.79</td>
</tr>
<tr>
<td>DECISION TREE</td>
<td>1.00</td>
<td>0.90</td>
</tr>
<tr>
<td>SVM(SUPPORT VECTOR MACHINE)</td>
<td>0.89</td>
<td>0.92</td>
</tr>
<tr>
<td>KNN(K- NEAREST NEIGHBOUR)</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>XGBOOST</td>
<td>1.00</td>
<td>0.95</td>
</tr>
<tr>
<td>BAGGING</td>
<td>0.99</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 2: Result of different prediction techniques

In the below fig. the performance analysis on fundamental frequency, shimmer and jitter is done. The fundamental frequency are categorized into 3 types maximum, minimum and average vocal fundamental frequency. The performance analysis is done to know the role of fundamental frequencies, shimmer and jitter in the prediction of parkinson’s disease.
Fig 3: Distribution plot of Maximum, Minimum, Average, vocal fundamental frequency per Parkinson Positive and Negative cases.

Fig 4: Distribution plot of shimmer values in DB Parkinson Positive and Negative cases.

Fig 5: Distribution plot of Jitter values per Parkinson Positive and Negative cases.
5. CONCLUSION:

In this paper it deals with the application of six classification algorithms on the acquired data set. The algorithm such as Logistic Regression, Support vector machine (SVM), Decision tree, K-Nearest Neighbour (KNN), and XGBOOST (Extreme gradient boosting) are used to predict the outcome whether the person is healthy or parkinson disease effected based on the voice input parameters. Then lead to comparison of results to one another. From the result the conclusion obtained is that the ensemble techniques gives effective results compared to base classification algorithm. The ensemble techniques such as xgboost, bagging Classifier gives more accurate prediction. The base classification algorithm such as Logistic Regression, Support vector Machine (SVM), Decision tree and K-Nearest Neighbour (KNN). Ensemble classifier models are evaluated based on the metrics such as Accuracy achieved by the seven classifiers lies within the range 70-100%. Extreme Gradient Boost (XGBOOST) achieved high accuracy compared to other algorithm. It perform with impressive accuracy of training set is 100% and test accuracy rate 95%. Overall this study supports the use of these models for detecting Parkinson’s disease. There is lot of scope to improve the technology as the diagnosis can be done in several means.
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