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Fig. 2. Diagram showing a Vanilla Autoencoder.

original one varies within some specific defined range, which will be elaborated
in the next subsection. When testing the trained AE with abnormal input data,
it will produce a reconstruction error (RMSE) exceeding the threshold value
calculated from the trained and validated RMSE values.

Deep Autoencoder (DAE) Even though the VAE can be used for the detec-
tion of anomalies, intuitively, it is not enough for learning the complex nature of
normal trajectories in road intersections. By adding multiple hidden layers in the
AE network, the model is able to learn a more complex feature representation,
which can be useful for classifying more realistic abnormal trajectories.

3.2 Abnormal Event Detection with a Deep Autoencoder

Algorithms 1 and 2 summarize the main steps required for the training of the
DAE model and for detecting abnormalities using the trained network. During
the training process of the DAE model, there are two types of validation samples:
one that is used internally through cross-validation during the fitting of the
networks with the input training set, called vacv samples, and the other called
vae is used externally to validate the scoring of the normality of normal input
data. Note that the cross-validation data is necessary during the training process
of the network in order to prevent over-fitting.

The scores S are based of the MSE between normalized original z and recon-
structed output ẑ for each sample, as shown in equation 1.

S = MSE (z, ẑ) (1)

The threshold value τ is learned from the data and is used for separating
normal from abnormal data. It is determined through equation 2, where STD
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Table 1. Hyper-parameters used for the training of the DAE.

Parameter Value De�nition

Hi 125 Input trajectory sample size
Hh1 128 Number of units in the �rst hidden layer
Hh2 64 Number of units in the second hidden layer
Hh3 32 Number of units in the third hidden layer
Hh4 16 Number of units in the fourth hidden layer
Hc 8 Number of units in the CFV layer

Nbatch 128 Batch size used each time
Nepoch 100 Number of epochs

optimiser RMSprop RMSProp optimizer
σ 0.001 Default learning rate of RMSProp optimizer

loss MSE Mean Squared Error

Notice that the first hidden layer in the encoder side of the DAE has a
number of units which is slightly greater than the input size. This configuration
helps to transform the input size into a number that is a power of two. In fact,
by having large layer size in the first hidden layer, the network learns a more
detail representation of the input data. Then, by having decreasing unit sizes
of power of two in the subsequent layers, the CFV layer gets a more abstract
representations of the normal trajectory samples, which can help to detect more
complex level of outliers. Also, note that the hidden layers use ReLu activation
and the output layer use Sigmoid.

Before feeding the input data into the network, it is scaled with a min and
max scaler of 0 and 1. We apply a normalization scaling technique, because the
input trajectory data does not follow any specific probabilistic distribution. Also,
by scaling the input data before feeding it to the DAE network, we avoid the
possibility of having the knock-on effect on the ability to learn the normality of
the training data.

4.2 Experimental Protocol

We applied N iterations of Repeated random sub-sampling validation for vali-
dating our model, because the shuffling of the input normal data, combined with
the splitting into training and validation sets, has an impact on the accuracy
of the normality/abnormality detection. Therefore, by doing N iterations, we
can determine the average of our method’s performance to assess its power of
generalization and get the best model giving the highest values of True Positive
(TP) and True Negative (TN), and the lowest values of False Positive (FP) and
False Negative (FN). We compared our method with OC-SVM and IF that are
implemented in sklearn Python package [8].

4.3 Input Data, Data Augmentation and Processing

We used the Urban Tracker Dataset [3] that contains four different types of
scenarios involving pedestrians, vehicles (including cars and large vehicles) and
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