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Abstract. The ability to solve problems of graphic images recognition in VR, 
AR, MR and XR systems is highlighted as one of the most important. The ur-
gency of solving problems of recognition and classification of acoustic images 
has been substantiated, which will bring the quality of VR, AR, MR and XR 
systems closer to real reality (RR). Independent solution of graphic and acoustic 
patterns recognition problems using heterogeneous algorithmic and software 
tools is attributed to the disadvantages of modern systems. The study proposes 
an approach that allows the use of unified methodological and software tools 
for the simultaneous solution of graphic and acoustic patterns recognition prob-
lems. The proposed approach is based on converting acoustic information into 
graphic information using 2D-images of dynamic sonograms. This allows the 
recognition of acoustic patterns using unified algorithmic and software tools. It 
is proposed to use the Viola-Jones technology as such a unified tool. It is shown 
that the implementation of a two-stage determination of similarity measures of 
primitives and areas of the original image makes it possible to increase the 
speed of algorithms. For this purpose, at the first iteration, it is proposed to use 
not the graphic primitives themselves, but their coordinate projections. In the 
study, by analogy with Haar's features, parametrizable acoustic primitives were 
developed, presented in the classical graphical version, as well as in the form of 
coordinate projections.     

Key words: Recognition and Classification, Graphic and Acoustic Patterns, Vi-
ola-Jones Algorithm. 

1 Introduction 

One of the most important functions implemented in modern VR, AR, MR and XR 
systems and largely determines their capabilities, is the recognition and classification 
of graphic images [1]. For example, the basis of AR, MR and XR technologies is the 
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recognition of objects in each frame of the video stream and the addition of new 
graphic information to them. In addition, a number of AR, MR and XR technologies 
use the so-called graphic markers, which are necessary to determine the spatial char-
acteristics of objects of real reality (RR) [2]. This function must be repeatedly per-
formed in real time [3], which imposes strict requirements on the speed of algorithms 
used for this purpose, for example, various modifications of the well-known Viola-
Jones algorithm [4-5].  

One of the main trends in the modern development of AR, MR, and XR systems is 
the approach to RR, primarily due to the development of artificial intelligence tech-
nology, which allows simultaneous processing of video and audio patterns [6]. This 
allows you to implement a natural user interface for a person, to carry out acoustic 
navigation [7-9], to provide the necessary information interaction between characters, 
for example, in training systems [10, 11], to increase the efficiency of solving produc-
tion tasks [12, 13]. 

The aim of the research is to unify algorithmic and technical means used for the 
recognition of graphic and acoustic patterns based on the Viola-Jones approach for 
VR, AR, MR and XR systems. 

2 State of Research in This Area  

Currently being developed VR, AR, MR and XR systems, as a rule, involve the use of 
independent channels for processing video and audio information. It should be noted 
that the applied algorithmic and methodological means of graphic patterns recognition 
are forced to operate with significant data streams, which is associated with the use of 
modern high-speed high-resolution video cameras. In this regard, the flow of acoustic 
data even when using multichannel systems [7] has a significantly smaller volume.  

For this reason, it is relevant to use algorithmic and methodological tools devel-
oped for the recognition of graphic patterns for the recognition of acoustic patterns in 
VR, AR, MR and XR systems. The feasibility of this approach in practice is due to a 
fairly well-developed technology for converting acoustic information into a graphic 
representation in the form of a 2D-image of dynamic sonograms. This technology is 
widely used, for example, for the protection of documents against forgery based on 
the so-called speech signature [14, 15]. The specificity of a 2D-image of a dynamic 
sonogram is the presence of areas with different graphic structures, for example, line-
ar and dotted, as well as low image contrast with a high noise level. 

Of all the existing variety of approaches and algorithms for recognizing graphic 
objects in the image, which are also suitable for working with images of dynamic 
sonograms, the most suitable is the approach proposed by Viola-Jones for recognizing 
facial images [16]. Recognition of a graphic object in accordance with this approach 
is carried out on the basis of the similarity measures analysis of a large set of charac-
teristic features typical of the analyzed image. At the same time, the features them-
selves, known as Haar features [16-18], characterize the properties of limited areas of 
the recognized object. 
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The disadvantages of this approach include a fairly large amount of calculations to 
determine the measures of features similarity and areas of the analyzed image, as well 
as a decrease in the reliability of the result obtained with a decrease in the contrast of 
the analyzed image. 

3 The Essence of the Proposed Approach 

To recognize acoustic patterns presented in the form of 2D-images of dynamic sono-
grams, the study proposes to use a two-stage analysis of similarity measures for a set 
of acoustic features and areas of a 2D-image. This allows you to significantly reduce 
the necessary computational costs of the approach. This approach assumes the pres-
ence of two forms of features representation and analyzed image areas − in the form 
of image fragments and in the form of their coordinate projections. A two-stage anal-
ysis of features similarity measures is applicable both in the analysis of acoustic sig-
nals and in the analysis of video stream frames.  

At the first step, it is proposed to analyze the features similarity of the coordinate 
projections and the coordinate projections of the areas of the analyzed image, usually 
selected using a floating rectangular window.  

At the second step, the analysis of the features similarity measures selected in this 
way and the corresponding image areas, presented as fragments of the corresponding 
images, is carried out. This operation is completely analogous to the procedures used 
in the Viola-Jones algorithm. 

Fig. 1 illustrates this approach.  
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Fig. 1. Approach illustration. 

The original image (IMG[i, j],  i=1,…, IMAX,  j=1,…, JMAX,  where IMAX and 
JMAX are the image size in pixels, respectively) of dynamic sonogram 1 contains 
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areas 2 with a linear structure corresponding to vowel sounds of human speech (har-
monic signals), and area 3 corresponding to consonants (hissing) sounds. The X-axis 
of the sonogram corresponds to time, and the Y-axis corresponds to the frequency F.  

 At the first step, in accordance with the proposed approach, by means of a floating 
window 4 with a size of N N×  pixels, a fragment of the image 5 is selected, for ex-
ample, containing characteristic stripes 6 and 7.   

For a given fragment of the image, its coordinate projections ( )YP Y  and 
( )XP X are determined: 
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where X0 and Y0 are the coordinates of the window anchor point.  
These projections, as a rule, contain noise components that cause, for example, 

nonzero values of the functions ( )YP Y  and ( )XP X  in the intervals between bands 6 
and 7. To minimize the influence of noise components in two forms of information 
presentation, it is proposed to carry out, respectively, threshold discrimination for the 
functions ( )YP Y  and ( )XP X  and contrasting for a fragment of the image 5. A typical 
result of these operations is shown in Fig. 1 in the form of new obtained coordinate 
projections * ( )YP Y  and * ( )XP X , as well as a fragment of a contrast image 8, con-
taining characteristic stripes 9 and 10. 

Analysis of possible structures of image fragments of dynamic sonograms made it 
possible to form a basic set of characteristic acoustic features. To describe the image 
areas of a sonogram with a line structure, basic features SL(A, D, W ) were formed, 
where A is the relative angle of inclination of the lines (-AMAX ≤ A ≤ AMAX, the val-
ue AMAX=10, which corresponds to the angle of inclination of the lines in 900), D is 
the relative distance between the lines (1≤ D ≤ DMAX, the value DMAX=10 corre-
sponds to the maximum distance), W is the relative width of the lines (1≤ W≤ WMAX, 
the value WMAX=10 corresponds to the maximum width).  

In Fig. 2 shows examples of the formed basic acoustic features, which include two 
forms of presenting information of the considered type − in the form of coordinate 
projections and a fragment of a high-contrast image.   
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Fig. 2. Examples of SL(A, D, W ) basic acoustic features. 
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To describe image areas with a pixel structure, basic features of the NP(Q, G) type 
were formed, where Q is the relative density of dark pixels (1≤ Q ≤ QMAX, the value 
QMAX=10  corresponds to the maximum density of dark pixels), G − relative density 
gradient with respect to the Y axis (-GMAX ≤ G ≤ GMAX, the value GMAX=10 corre-
sponds to the maximum value of the gradient).  

In Fig. 3 shows typical examples of formed basic features of the NP(Q, G) type.   
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 Fig. 3. Examples of NP(Q, G) basic acoustic features. 

The basic acoustic features of SL(A, D, W)  and  NP(Q, G) types formed in this way 
were the basis for the creation of working features SL*(A, D, W, M) and NP*(Q, G, 
M), differing in the scaling factor M (1 ≤ M ≤ MMAX, for sonograms with a resolution 
of less than 1024x1024 pixels, it is sufficient to use the value MMAX=10).  

In Fig. 4 shows an example of the created operating characteristics SL(A, D, W).  
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Fig. 4. Examples of working acoustic signs of SL*(A, D, W, M ) type. 

Working acoustic signs allow you to get a graphic image of acoustic signals, speech 
and sounds based on recognition of the structure of the sonogram. 
To determine the similarity measure of coordinate projections at the first step, it is 
proposed to use the value D:  

* *

1 1
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where ( )FP Y and ( )FP X are, respectively, coordinate projections for working 
acoustic features.  

 In Fig. 5 shows an example of structure recognition according to the proposed 
technique of  2D-image of a dynamic sonogram shown in Fig. 1 (X-axis time scale 
not saved).    
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Fig. 5. Example of structure recognition. 

The resulting structure of the sonogram is an image that is further processed by the 
methodological and algorithmic means inherent in the Viola-Jones approach. This 
makes it possible to use the existing graphic image processing tools for solving prob-
lems of recognition and classification of acoustic patterns in VR, AR, MR and XR 
systems. 

4 Experimental Laboratory Approbation of the Approach 

The conducted experimental laboratory testing of the approach confirmed the possi-
bility of its implementation in practice using the classical Viola-Jones algorithms. The 
decrease in the performance of the tasks being solved for the recognition of graphic 
objects with the simultaneous processing of acoustic patterns did not exceed 10%. 
The implementation of a two-stage process for determining the measures of similarity 
of features and areas of an image made it possible to increase the performance by 15-
30% for images with dimensions of 800x800 pixels - 1600x1600 pixels, respectively. 
  

5 Areas of Possible Application of the Developed Technology 

The proposed approach is primarily focused on expanding the functionality of modern 
VR, AR, MR and XR systems through the simultaneous processing of video and 
acoustic information. Another area of possible application of the approach is systems 
for protecting important documents based on the use of a speech signature [14,15], 
which involve solving the problems of searching for a sonogram on a document im-
age, as well as recognizing the structure of a sonogram in order to identify the author 
of the document and his psycho-emotional state.  



7 

6 Conclusion 

The approach proposed in the study makes it possible to use already available soft-
ware and methodological tools for solving problems of recognizing and classifying 
acoustic patterns, initially focused on recognizing and classifying graphic images. The 
most prominent representative of such tools are algorithmic and software tools that 
implement the principles of processing graphic data in accordance with  Viola-Jones 
technology. The implementation of a two-stage procedure for determining the similar-
ity measure of features and image regions allows increasing the speed of the computa-
tional process.  
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