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Abstract 

The vibration acceleration of train body is a key parameter reflecting the running state of train. It is 

necessary to obtain the acceleration accurately. But the traditional method has low precision. In this 

paper, a vibration acceleration prediction model and method of train body based on bagged regression 

tree is proposed. On the basis of GJ-5 to collect a large number of parameters of Guangzhou works 

section in Guangzhou-Shenzhen II line, Pearson correlation coefficient, Spearman correlation 

coefficient and Kendall correlation coefficient are used to analyze the correlation between train body 

vibration and other detection parameters. Then, the bagging regression tree algorithm is used to 

establish the prediction model of train body vibration. Finally, the training results are compared with 

the outputs of the model with multiple linear regression model, support vector machine and back 

propagation neural network. According to the evaluation index, the prediction accuracy of the bagged 

regression tree model is highest compared other three models, which is over 94%. 
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1 Introduction 

The high speed and heavy load development of the train lead to intense interaction between the 

train and the track, resulting in serious train body vibration. In addition, the light weight trend of 

high-speed trains leads to a decrease in the local stiffness of the train body, which is prone to 

resonance. Therefore, it is necessary to study the vibration of the train body. Besides, the vibration of 

train body is one of the important indicators to evaluate the ride comfort of passengers. Kumar et al.[1] 

calculated the comfort level of human body by establishing the human body biodynamic model with 

the train body vibration as the input. Stammen et al.[2, 3] established a neural network model with 

vehicle vibration as the input to calculate the comfort level. On the contrary, ride comfort index can 

also indirectly reflect the vibration of the train body, which has an early warning effect on the train 

safety. 

At present, many scholars have studied the vehicle body vibration by means of signal processing 

and establishment of dynamic model. Zhang et al.[4] used the improved fast independent component 

correlation algorithm to separate the vibration signals of the train. The separation results 

demonstrated the effectiveness of the proposed method. Li et al.[5] analysed the track irregularity 

signal and train vibration signal by using Fourier transform and wavelet transform respectively, and 

adaptive filtering was applied to the train vertical suspension. The results showed the method reduces 

the vehicle vibration. Jabłońska et al.[6, 7, 8] established asymmetric vehicle-track coupled vibration 

models by considering many nonlinear factors. The simulation results showed that the vehicle 

vibration response is consistent with the actual operation. Ji et al.[9, 10] established train body 

vibration prediction model affected by various external factors through using the finite element 

method, and verified the accuracy of the model prediction by comparing the prediction results with 

the recorded results. Qian et al.[11] established a high-speed train vibration acceleration prediction 

model based on nonlinear autocorrelation neural network and multi-body dynamics model. By 

comparison, it is found that the output results of the two models are highly consistent. Xie et al.[12] 

used the deep belief network to extract the depth features of the vibration signal after Fourier 



 

transform. The superiority of the method was proved by comparing the actual data set with the 

simulated data set. The signal processing method is used to analyse the time-frequency domain 

waveform and statistical characteristics of the train body vibration is one-sided.  And it is difficult to 

obtain accurate mathematical models based on the dynamics model of vehicle body vibration analysis. 

But the machine learning method has the characteristics of high efficiency and robust plasticity for 

train vibration analysis and prediction.Machine learning deals mostly with classification and 

regression problems. Machine learning methods include neural network, support vector machines, 

decision tree algorithm, integrated learning algorithm, etc.[13, 14, 15, 16, 17, 18]. SVM and decision 

tree are single classifiers. Compared with SVM, decision tree has the advantage of aggregating 

various types of data for accurate prediction and interpretation. Compared with neural networks, it 

does not need prior knowledge and is easier to explain. The proposed decision tree algorithms include 

ID3 decision tree algorithm, C4.5 decision tree algorithm, CART decision tree algorithm and Tsallis 

decision tree algorithm[19].The decision tree is divided into classification tree and regression tree. 

The difference between the two is mainly that the predicted values of the classification tree are 

discrete, and the predicted values of the regression tree are continuous. The integrated learning 

algorithm is a method of integrating multiple classifiers to improve prediction performance [18]. 

Bagged algorithm[20] and boosted algorithm[21] are two common integrated learning methods, and 

the difference of the two is that the training sets randomly selected by bagged algorithm are 

independent of each other, and the weights of the training sets of the boosted algorithm will be 

modified according to the training results of each time, training sets have dependencies. Therefore, 

bagged algorithm has advantages in training speed. 

According to the parameters of the GJ-5 rail inspection vehicle, this paper selects the factors that 

have close correlation with the three-degree-of-freedom vibration of the vehicle body as the model 

sample set by correlation analysis, and the prediction model of the train body vibration is established 

by combining the regression tree algorithm and the bagged integrated algorithm. The proposed 

method overcomes the complex coupling of traditional dynamic models and the one-sidedness of 



 

signal processing method, and the research has great potential in preventing train body vibration and 

ensuring traffic safety. 

2 Model and method 

The construction of the model is mainly divided into two parts. The first part is the preprocessing of 

the data to get the sample set, and linear correlation algorithm and nonlinear correlation algorithm are 

used. The other part is to build a good regression tree prediction model through adjusting the 

parameters. The flow chart of the entire modeling process is shown in Figure 1. 

2.1. Linear Correlation Algorithm 

Pearson correlation coefficient is mainly used to calculate the correlation between continuous 

variables, and the population of variables is required to be normally distributed[22, 23]. Its 

calculation formula is: 
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Where a  and b  are the mean values of variables A and B , respectively. ia  and ib  are the observed 

values of variables A and B ,respectively. n  is the number of samples. The correlation coefficient 

ABr  has a value range of [-1,1]. The closer ABr  is to 1, the higher the linear correlation between 

A and B . 
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Figure 1. Modeling flow chart. 

 

2.2. Nonlinear correlation algorithm 

Spearman correlation coefficient is mainly used to measure the correlation between non-normal 

distribution or sequential variables. Its calculation is independent of the number and distribution of 

the original samples, only related to the ordering of the samples, and it is less sensitive to abnormal 

data values[24, 25]. The correlation coefficient is calculated as follows: 
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Where n  is the number of samples of the variable, im  and is  are the ranks of ia and ib , 

respectively. The value of ABr  ranges from [-1,1].The core idea of the Kendall correlation coefficient 

is to judge the correlation based on the consistency of the ordered pairs between the two 

variables[26].When i ja a＞ and i jb b＞ , or i ja a＜ and i jb b＜ , the ordered pair is consistent; 



 

when i ja a＞ and i jb b＜ , or i ja a＜ and i jb b＞ , the order pair is inconsistent; When =i ja a or =i jb b , the 

correlation between the two cannot be effectively judged. The Kendall correlation coefficient is 

defined as follows: 

                                                
4

1
( 1)

AB

P
r

n n
= −

−
.                                                                 (4) 

Where P  is the number of consistent ordered pairs, n  is the number of samples of the variable. 

The value range of the Kendall correlation coefficient is [-1,1]. 

2.3 Prediction model algorithm 

The construction of the regression tree is mainly divided into two parts: the growth of the tree and 

the pruning of the tree[14].The principle of regression tree construction is to start from the root node, 

by comparing the attributes of the sample set with the feature nodes of the tree, and dividing the 

sample set into different child nodes according to the comparison result. Then the sample subset in 

each child node has a range of values for the attribute. If the child node can also perform attribute 

testing, the next comparison branch is selected until the leaf node is the final decision result, and the 

average value of all leaf nodes of the regression tree is the prediction result.  

Suppose X  and Y  are input and output variables, respectively, and Y  is a continuous variable, 

given the training data set  1 1 2 2( , ), ( , ),..., ( , )n nD x y x y x y= .A regression tree corresponds to a 

division of the input space and the output values on the divided cells. By selecting the j th variable 

( )x j  and its value s  as the segmentation variable and the segmentation point, and defining two 

regions: 

  ( )
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The given data set is divided into L  units 1 , 2 ,…, L  and there is a fixed output value lC  on 

each unit l , so the regression tree model can be expressed as: 
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The loss function of the model is represented by the squared error 
2
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output value on each unit is solved using the criterion of square error minimization. According to the 

principle of least squares, it can be known that when lC  is the average of all actual values, the square 

error can be optimized: 

 ( )l i i lC ave y x =  .                                                                (7) 

The core of regression tree growth is to determine the branching criterion of regression tree. By 

searching for the variable j , scanning the segmentation point s  of the fixed segmentation variable 

j , selecting the minimum value pair ( , )j s . According to this step, the input space can be divided 

into two regions, and then repeat the above steps for each region until the node is pure. The specific 

steps are as follows: 

1）Find the optimal segmentation variable j  and the optimal segmentation point s make: 
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2）Use the selected ( , )j s  to divide the area and determine the corresponding output value: 
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By repeating the above steps for two subareas until the stop condition is met. The original 

regression tree is prone to overfitting. To avoid this phenomenon, the tree can be pruned using the 

validation data set. The specific principle is that when the training sample produces a new bifurcation, 

the test sample is tested to see if the bifurcation rule can be reproduced. If not, it is considered to be 

over-fitting and trimmed. K-fold cross validation is used to avoid overfitting in this paper. The K-fold 

cross validation method is an effective data modelling and inspection analysis technique[27].The 

basic idea is to divide the data set into K groups, where K-1 is used as the training set and the 

remaining one is used as the verification set to train the model. Repeat the above process K times to 



 

obtain K models, and finally use the average of the prediction accuracy of the k models as the final 

estimate of the model prediction accuracy. This allows all samples in the data set to participate in both 

the training and the testing. 

For a single regression tree, a slight change in the training set is likely to completely change the 

structure of the tree, resulting in a low prediction accuracy. Compared with a single unstable learner, 

the integrated regression tree has a better prediction effect. The main idea is to learn a number of base 

learners by certain means, and then combine these base learners in some way for prediction. The 

bagged algorithm is an integrated learning algorithm. The main idea of bagged is to construct a 

training set with the same size but containing different training individuals by bootstrap through 

randomly sampling with the return, and each bootstrap sample contains about 63.2% of the original 

training set[20].In this way, the diversity between the base classifiers is increased, and the 

generalization ability of the learning system is improved. Bagged randomly extracts the training set, 

and the training sets are independent of each other, each round of training can be carried out in 

parallel. Therefore, the bagged model has obvious advantages in training speed. The general flow of 

the bagged regression algorithm is shown in Figure 2. 
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Figure 2. Flowchart of the bagged regression algorithm. 



 

 

In the construction process of the bagged regression tree model, each time a training set is used to 

establish a regression tree, each tree has a predicted value. The result of the final model output is the 

average of all regression tree predictions. The mathematical model of the bagged regression tree is 

expressed as follows: 

 ( ) ( ( ))A ih x sign h x=  .                                                               (11) 

Where ( )ih x  is the predicted value of a single regression tree model. 

3 Results and Discussion  

In order to confirm the validity of the proposed method, experimental results of the proposed 

algorithm are provided to validate the performance. The data in this paper was collected on August 13, 

2018 by the GJ-5 rail inspection vehicle. The collection section is Guangzhou Works Section of 

Guangzhou-Shenzhen II line. There are a total of 132 test items, each item contains 200,000 pieces of 

data, the detection mileage is 145km, and the maximum speed is 148km/h. According to prior 

knowledge, the vibration acceleration of train body with three degrees of freedom (horizontal, 

vertical and lateral) and 41 possible influencing factors were selected for analysis. The Pearson, 

Spearman and Kendall correlation algorithms are used to select the close correlation factors affecting 

the three kinds of the train body vibration. The train is relatively stable during the operation, so the 

factor with the correlation coefficient above 0.05 is selected as the close correlation parameter. The 

result is shown in Figure 3. 
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Figure 3. Strong correlation factors affecting train body vibration. 

 

Table 1. Evaluation index of prediction model of train body horizontal vibration. 

Model type R-Squared MAE MSE RMSE prediction 

time 

(obs/sec) 

Training 

time 

(s) 

Multiple linear 

regression model 

0.70 0.0874 0.0128 0.1133 92000 178.42 

SVM 0.76 0.0698 0.0103 0.1017 190 70609 

BP neural network 0.73 0.0765 0.0116 0.1077 350000 86 

Bagged regression 

tree 

0.86 0.0559 0.0061 0.0782 18000 1075.2 

 

Table 2. Evaluation index of prediction model of train body vertical vibration. 

Model type R-Squared MAE MSE RMSE prediction 

time 

(obs/sec) 

Training 

time 

(s) 

Multiple linear 0.14 0.0925 0.0150 0.1224 350000 87.255 



 

regression model 

SVM 0.16 0.0914 0.0146 0.1210 180 25628 

BP neural network 0.17 0.0911 0.0145 0.1204 1505000 20 

Bagged regression 

tree 

0.36 0.0780 0.0111 0.1052 19000 784.69 

 

Table 3. Evaluation index of prediction model of train body lateral vibration. 

Model type R-Squared MAE MSE RMSE prediction 

time 

(obs/sec) 

Training 

time 

(s) 

Multiple linear 

regression model 

0.30 0.0563 0.0064 0.0801 230000 101.4 

SVM 0.60 0.0410 0.0037 0.0604 180 46503 

BP neural network 0.69 0.0444 0.0040 0.0630 17000 791 

Bagged regression 

tree 

0.80 0.0319 0.0018 0.0423 19000 949.73 

 

Table 1 shows the performance indexes of the models for the horizontal vibration prediction of the 

train body. It can be seen from the table that the R-Squared of the bagged regression tree model is 

closest to 1 compared with the other three models, indicating that the degree of fit and the accuracy of 

the model prediction are higher; while the MAE, MSE and RMSE[28] of regression tree are lower than 

the other three models, indicating that the error between the prediction value and the actual value of 

the vehicle body horizontal vibration is small. As can be seen from the prediction speed and training 

time, the BP neural network has the fastest prediction speed and the shortest training time. But SVM 

has the slowest prediction speed and the longest training time.The performance index of the models 

for the vertical vibration prediction of the train body is shown in Table 2. It is apparent from the table 

that the value of R-Squared of the bagged regression tree model is 0.36.Compared with the vibration 

prediction of the other two degrees of freedom, this model has a larger deviation to predict the vertical 

vibration of the train body. From the perspective of correlation, the reason is that the factors affecting 



 

the vertical vibration of the train body are the surface conditions of the track. The characteristics of 

each parameter are similar, while the regression tree is sensitive to accurately extract the features of 

the data types with differences during the splitting process. Therefore, the prediction performance of 

the regression tree is insensitive for the factor of small difference of data feature. Compared with the 

other three models, MAE, MSE and RMSE of the bagged regression tree model is smallest,  the 

prediction effect is better than the other three models, but the prediction speed is relatively slow and 

the training time is relatively long.Table 3 is the performance index of the models for predicting the 

lateral vibration of the train body. According to the parameters in the table, the results are similar to 

that of horizontal vibration of train body. The R-Squared of the bagged regression tree model is 0.8, 

which is better than the other three models. The MAE, MSE and RMSE indicators are smaller than 

the multiple linear regression model, SVM and the BP neural network, indicating that the regression 

tree has good prediction performance. However, the prediction speed and training time of regression 

tree are general, the speed of the multiple linear regression model is the best, and the speed of the 

support vector machine is the slowest. 

In order to more intuitively highlight the prediction effect of the bagged regression tree model, the 

actual value of the train body vibration is compared with the predicted values of the bagged 

regression tree, the linear regression model, SVM, and the BP neural network. The x-axis represents 

the amount of data. The y-axis represent the vibration response of the train body. In order to more 

clearly compare the measured value with the predicted value, 500 samples are selected for partial 

enlargement. The vibration response of the train body with three degree of freedom is shown in 

following figures. 



 

 

Figure 4. Horizontal vibration response diagram of train body. 

 

 

Figure 5. Vertical vibration response diagram of train body. 

 

 

Figure 6. Lateral vibration response diagram of train body. 



 

 

It can be seen from the overall graph in Figure 4 that the predicted curves are roughly the same as 

the measured curve. According to the partial enlargement, it can be seen that the prediction of the 

horizontal vibration of the bagged regression tree is obviously consistent with the fluctuation of the 

actual vibration. It can better reflect the actual horizontal vibration trend of the train body. The curves 

of the fluctuations of the linear regression model and the BP neural network are relatively flat, and the 

deviation is large compared the measured value. The predicted curve of SVM is steep, which does not 

reflect the actual vibration condition well.The overall graph in Figure 5 shows all models can 

generally reflect the vertical vibration of the train body, but the fluctuation of the vibration prediction 

curve of the four models is not obvious compared with the actual vibration curve. According to the 

partial enlargement, only the curve of regression tree has higher consistency with the actual vibration 

curve, while the curves of other three models are basically similar and have little fluctuation 

compared actual curve, which cannot reflect the actual vibration situation well. According to the 

overall diagram in Figure 6, there is a significant difference between the partial predicted and 

measured values of the linear regression model, which illustrates the prediction accuracy of this 

model is low. And from the obvious vibration fluctuation, the fluctuation of the bagged regression 

tree curve is consistent with the curve of measured value. It can be seen from the partial enlargement, 

the three curves of the linear regression model, BP neural network and SVM are very flat, and the 

deviation is larger compared with the measured value, but the curve of  bagged regression tree can 

better reflect the actual trend of the train lateral vibration. 

5 Conclusions  

In this paper, the correlation analysis method is used to select the correlative factors from the 

testing items given by GJ-5, then the sample set of the prediction model is constructed. The bagged 

integration method is used to combine multiple sets of regression tree models, and the K-fold cross 

validation method is used to optimize the model, the prediction model of train body vibration is 

constructed. The experimental results are compared with the prediction results of linear regression 



 

model, BP neural network and SVM. It is shown that the prediction accuracy of train body vibration 

based on bagged regression tree is the highest than other three models, but the speed of model training 

and prediction needs to be further optimized. 
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