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Abstract. In recent years, ontology integration has received an increased focus in ontology engineering. Ontology integration is a complex process that has some difficulties such as semantic heterogeneity. The goal of this research is to use semantic mapping to reduce integration complexity and solve semantic heterogeneity. What is ontology engineering? What difficulties haven't been solved until now by ontology integration? What is the effective role of semantic mapping in semantic heterogeneity? This research seeks to address these questions. The expected contribution of this research is to build a comprehensive view of ontology integration and support interoperability. The significance of using semantic mapping to improve interoperability on ontology integration is confirmed by researchers.
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1 Introduction

Ontology is a formal specification of conceptualizations and formal explanation of knowledge [1]. Ontology is created in a branch of artificial intelligence for knowledge-based systems and established to retrieve information problems [2]. Ontology is generally used in several areas such as semantic web [3], engineering systems [4], software engineering [5], healthcare information [6], IoT technology [8], library system [9], knowledge organisation [10], decision-making method [11], and manufacturing systems [12], as ontology decreases the difficulty of information and increases its association [13] as well as eases information sharing. Ontology is used to solve the interoperability problems of multiple domains [14] and create a knowledge-based system [15]. The significance of using semantic mapping to improve interoperability in different areas is confirmed by researchers [16 - 18].

Ontology integration is a procedure to integrate two or more ontologies to build a new integrated ontology [17]. Most present ontology integration methods are restricted for matching between two ontologies [18], and only a few methods manage more than two ontologies simultaneously [19]. There are two basic stages for ontology integration which are the matching stage and merging stage. Ontology integration has been studied over the past two decades, but it remains a stimulating job, where the applica-
tions of ontology integration have been greatly benefited from in the biomedical area [20] and the Internet of Things [21]. This paper is focused on heterogeneity problems in ontology integration. There are two types of heterogeneity in ontology integration, which are schema heterogeneity [22] and semantic heterogeneity [23]; however, the researchers have not focused on semantic heterogeneity [24]. Ontology matching is a real method to address the problem of ontology heterogeneity [25]. Ontology matching is the greatest solution to the heterogeneity problem because it detects matches between semantically related entities in ontologies [20]. Most existential matching solutions depend on schema-level much more than data-level [26]. The goal of this research is to use semantic mapping to reduce integration complexity and solve the heterogeneity. Semantic mapping between concepts is very significant for integration [27], but it is the largest share of unresolved problems and not used much due to their need for a complex process [20]. Syntactic measures are the most similarity used because it is easy for implementation [20]; structural measures are also used while semantic measures are not used much due to their want for difficult operations [28]. This paper is organised as follows. Section 2 defines the study methodology. Section 3 describes the ontology engineering background, explains ontology and the ontology development process. Section 4 presents the concepts used in the integration of ontologies, which are the matching and merging of ontology. Section 5 describes the different existing tools of ontology integration. Section 6 draws the conclusion of this paper.

2 Study Methodology

The guideline that was used to perform the review in this paper was to search for proceedings from conferences and journal papers in Google Scholar, Scopus, and Web of Science. The articles focused on the background of ontology engineering, ontology integration, and semantic mapping. The selected articles were deemed eligible based on their appropriate studies to provide answers to the research questions presented in this research, which are: What is ontology engineering? What difficulties have not been solved until now by ontology integration? What is the effective role of semantic mapping in semantic heterogeneity?

3 Ontology Engineering

Ontology is a set of axioms that explains and describes domain entities [26]. Ontology is a 5-tuple $O = (C, P, I, A, \Gamma)$ [20], where $C$ is a set of classes, $P$ is a set of properties, $I$ is a set of individuals, $A$ is a set of axioms, and $\Gamma$ is a set of annotations. Table 1 describes in detail the components of ontology. Ontology engineering is a branch of knowledge engineering that studies ontology building methods and methodologies [29]. Ontology engineering studies the ontology development process [30], ontology life cycle, ontology construction methods [31], ontology integration [27], and languages that support them. Ontology integration is a significant subject of interest in ontology engineering, as referred to in the next section. Ontology language is a formal
language for coding ontology and the user is able to inscribe strong formal representations of domains. There are several languages for ontology, such as Resource Description Framework (RDF) [32], RDF Schema (RDFS) [33], and Ontology Web Language OWL [34].

Table 1. The ontology components

| Item      | Description
|-----------|-------------
| Classes   | Set of objects that are grouped according to common features. |
| Properties| Set of features or characteristics of the object. |
| Individuals| Set of instances of classes in the real world which are also called terms. |
| Relations | Set of relationships that provides logical connections between individuals or classes that describe the relation between them. |
| Axioms    | Set of axioms used for checking the consistency of ontology or inferencing new information based on rules in a logical form. |
| Annotations| Set of annotations that provides metadata for information to be understood. |
| Function  | Set of structures molded by definite relationships that may replace individual terms with extra complex terms. |
| Restrictions| Set of official declarations that describe what must be true for some declarations to be measured true. |
| Rules     | Set of sentences (if-then statements) which defines inferences that are extracted by confirmation. |

Table 1 describes the components of ontology which is a set of objects that has static and dynamic parts. The static part of ontology concerns the structure that is modelled within a particular field such as classes and properties, and the dynamic part revolves around reasoning, inferences, and deriving new facts from already known facts such as axioms and rules.

4 Ontology Integration

Ontology integration is a critical task in ontology engineering. Ontology integration is the procedure to merge two or more ontologies with the goal of building a new integrated ontology [27]. There are many terms regarding ontology integration such as matching, merging, mapping, and relationship that are unclear and at times unused. So, Table 2 provides a description for each term. Ontology integration includes three different cases [27]: (1) Develop a new ontology by reusing ontologies; (2) Create a new unified ontology by integrating different ontologies; and (3) Integrate various ontologies into a single application to describe or apply a knowledge-based system.

Table 2. Ontology integration terms

| Terms    | Description
|----------|-------------
| Matching| Determining the semantic matches of entities in different ontologies, which is an active way to address the problem of ontological heterogeneity. |
Merging: Building complete ontology by integrating knowledge from other ontologies.
Mapping: Mapping an equivalence correspondence which named mapping rules when they are read as ontological declarations or axioms.
Relation: Giving a correspondence for integral relation such as the equivalence, subsumption, and disjointness.

Ontology integration approaches contain two basic stages [11]: First, a matching stage that resolves differences by recognising semantic similarity between the different elements. Second, the merging stage that achieves the outcome of the matching stage by merging or linking matching elements to create a new united vision. Ontology matching approaches are simple matching [35] and complex matching [36]. Ontology merging approaches are simple merge [26], full merge [18], and symmetric merge [37]. Ontology integration has been widely and effectively applied in biomedical [23] and the Internet of Things, while there is a great lack in manufacturing [18].

4.1 Ontology Matching

Ontology matching is the method of identifying the semantic correspondences of entities in different ontologies. Similarity measure is critical for matching ontology methods [24]. There are three categories of similarity measures as shown in Table 2, which are syntactic measure, structure measure, and linguistic measure. These will be presented in detail in the next section.

<table>
<thead>
<tr>
<th>Author</th>
<th>Measure 1</th>
<th>Measure 2</th>
<th>Measure 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20]</td>
<td>Syntactic measure</td>
<td>Taxonomy measure</td>
<td>Linguistic measure</td>
</tr>
<tr>
<td>[38]</td>
<td>Statistics Techniques</td>
<td>Logic Techniques</td>
<td>Linguistics Techniques</td>
</tr>
<tr>
<td>[40]</td>
<td>Syntactic Similarity</td>
<td>Structural Similarity</td>
<td>Linguistic measure</td>
</tr>
<tr>
<td>[41]</td>
<td>Syntactic techniques</td>
<td>Lexical techniques</td>
<td>Semantic techniques</td>
</tr>
<tr>
<td>[42]</td>
<td>Syntactic measure</td>
<td>Structural measure</td>
<td>Linguistic Semantic</td>
</tr>
</tbody>
</table>

Table 3 Describes similarity measures categories

4.1.1 Syntactic-based measures:

There are two syntactic measures that are mostly used which are String Metric for Ontology Alignment (SMOA) [43] and Levenshtein [20]. Assumed two strings x1 and x2, the SMOA similarity is defined as follows:

$$\text{SMOA}(x_1, x_2) = \text{comm}(x_1, x_2) - \text{diff}(x_1, x_2) + \text{winklerImpr}(x_1, x_2)$$  \hspace{1cm} (1)

where comm(x1, x2) stands for the common length of x1 and x2, while diff(x1, x2) for the different lengths and winklerImpr(x1, x2) is the improved approach proposed in [43].

4.1.2 Linguistic-based measures

Linguistic similarity between two strings is determined by considering semantic relationships (such as synonyms and hypernym) that typically require the use of thesaurus
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and dictionaries. WordNet is widely used as an electronic vocabulary database that collects all meanings of different words [24]. For example, two words d1 and d2, Linguistic Similarity (d1, d2) equals:
1 If words d1 and d2 are synonyms in Wordnet.
0.5, if word d1 is the hypernym of word d2 or the opposite is true in Wordnet.
0, otherwise.

4.1.3 Structure-based Measures

Structure-based measures are to make full use of the ontology hierarchy relation to determine the similarity between two entities by considering the similarity of their neighbours (parents, children, and siblings) [44] or have similar instances [42]. For example, if entities e1 in Q1 and e2 in Q2 are properly matched, then the neighbours of e1 are probable match neighbours of e2. When the correspondences linking the neighbours of e1 and e2 have a self-assurance rate, the correspondence (e1 ≡ e2) may be correct. Semantic mapping between concepts is very significant for integration [27]. Syntactic measures are the most similarity used because it is easy for implementation. Structural measures are also used while semantic measures are not used due to their want for complex operations.

4.2 Semantic Mapping

Semantic mapping of a particular correspondence can be a relationship [26], like equivalence relationship (≡), subsumption relationship (⊇ or ⊆), disjointness relationship (≠), and overlap relationship (≠). Relationships are identified by the next signs: “≡” (is equivalent to), “⊇” (includes or is more general than), “⊆” (is included by or is more specific than), and “≠” (disjointness with).

4.2.1 Equivalence Relationship

The equivalence relationship among two classes C and D indicates that all cases of C are also cases of D, which means that together, the classes have a similar set of entities. The equality relationship that holds between two properties P1 and P2 means that an individual x is linked to an individual or literal data together by P1 and P2. Equivalence relationship between two entities z and w means that entity z is same/equivalent/duplicate to entity w.

4.2.2 Subsumption Relationship

An implicit relationship between classes C and D means that the set of cases of C is a subgroup/super group of the set of cases of D. Subsumption relationship land among two properties P1 and P2 means that if an entity z is linked by P1 to an entity or a data accurate w, then z is linked by P2 to w.

4.2.3 Disjointness Relationship

A disjointness relationship between two classes C and D means that cases of C are absolutely not cases of D. A dissociation relationship between two properties P1 and P2 means that no entity z is linked to a single individual or literal data by P1 and P2. Equivalence and disjointness are the simplest types of relations, then comes the subsumption relations [45]. Equivalence and subsumption are the simplest relationships,
followed by disjointness relationship [46]. Integration approaches must deal with a variety of semantic relationships.

## 4.3 Ontology Merging

The merging phase is the process of merging the nominated input ontologies into an integrated ontology. The goal of merging is to build a more comprehensive ontology on a topic, and to gather knowledge in a coherent way from other ontologies on the same topic [27]. There are three kinds of ontology merging which are simple merge that is bridge ontology, full merge that is semantically equal, and symmetric merge that is really ontology enhancement. Ontology merging facilitates creating an ontology, support assistance, and growth semantic interoperability. The main violations in ontology merging are [46] incoherence, inconsistency, and redundancy (structural and relational). Ontology incoherence means that there are unsatisfying classes and properties in merging ontology, which reduces its performance and makes it unclear and unusable. An inconsistency in integrated ontology occurs as a result of unintended repercussions of logical inferences that are still hard to discover, understand, clarify, and fix in advance. Structural redundancy or semantic redundancy happens in class hierarchy, where more than one path exists from the root to the leaf. Relational redundancy occurs due to the complete merge of entities or by the adding of equality relationships that connect diverse entities in merging ontology.

## 5 Ontology Integrating Tools

Several tools have been developed to integrate ontology, particularly for the matching process, such as Graph Theory Model (GTM) [47], Context-Based Measure (CBM) [48], Artificial Neural Networks (ANN) [28], and Protégé [49], as shown in Table 1.

<table>
<thead>
<tr>
<th>Tools</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTM</td>
<td>Graph Theory Model is a division of separate mathematics which are education graph models and their characteristics. Graphs are mathematical network like models collected of two sets, V (set of apices/nodes) and E (set of edges/arc).</td>
</tr>
<tr>
<td>CBM</td>
<td>Context-Based Measure is to match big rule ontologies, where the measurement of lexical similarity in ontology matching is performed using WordNet.</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial neural networks are computational systems stimulated by the human brain. It has proven its suitability for ontology matching.</td>
</tr>
<tr>
<td>Protégé</td>
<td>Protégé is a tool used for matching ontologies to get similar classes, objects, and instances.</td>
</tr>
</tbody>
</table>
6 Conclusion

This paper aims to review ontology integration and some related features that belong to the field of ontology matching. The paper reviewed literature on ideas, methods, several subjects, and future work in the ontology integration field. Most present ontology integration methods are restricted for matching between two ontologies, as only a few methods can manage more than two ontologies simultaneously. The greatest research work in the field of ontology matching remains concentrated on identifying simple equality correspondences among ontological entities which are the easy cases of ontological matching. Limited systems attempt to discover additional difficult correspondences or account for unequal relationships, like subsumption and disjointness. This study is expected to contribute to building a comprehensive view of ontology integration and interoperability support in many areas.
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