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ABSTRACT 

Urinary Tract Infection (UTI) is the one of the most frequent and preventable healthcare-associated infections in 
the US and an important cause of morbidity and excess healthcare costs. This study aims to predict the 30-day risk 
of a beneficiary for unplanned hospitalization for UTI. Using 2008-12 Medicare fee-for-service claims and several 
public sources, we extracted 784 features, including patient demographics, clinical conditions, healthcare 
utilization, provider quality metrics, and community safety indicators. To address the challenge of high 
heterogeneity and imbalance in data, we propose a hierarchical clustering approach that leverages existing 
knowledge and data-driven algorithms to partition the population into groups of similar risk, followed by building 
a LASSO-Logistic Regression (LLR) model for each group. Our prediction models are trained on 237,675 2011 
Medicare beneficiaries and tested on 230,042 2012 Medicare beneficiaries. We compare the clustering-based 
approach to a baseline LLR model using five performance metrics, including the area under the curve (AUC), the 
True Positive Rate (TPR), and the False Positive Rate (FPR). Results show that the hierarchical clustering 
approach achieves more accurate and precise predictions (AUC 0.72) than the benchmark model and offers more 
granular feature importance insights for each patient group. 

Keywords: Statistics; Cluster analysis; Data Analysis; Health care; Hospitals  

1. INTRODUCTION 

Clinical predictive analysis is of increasing interest to policy-makers, healthcare providers, and researchers with 
the potential to reduce healthcare costs and improve care quality [1–3]. Even a small reduction in potentially avoidable 
hospitalizations (PAH) would result in substantial savings in economic and human costs [4]. This study aims to build 
personalized prediction models for unplanned hospital admissions for Urinary Tract Infection (UTI). UTI is the most 
frequent and preventable healthcare-associated infection (HAI) in the US, one of the five most common ambulatory 
care-sensitive conditions (ACSC), and an important cause of morbidity and excess healthcare costs [4–8]. UTI not 
only results in patient discomfort but also increases the risk of PAH and discharge delays [5, 8].  

One of the main challenges of predictive modeling using healthcare data is the large heterogeneity of patient 
profiles coupled with low disease occurrence rates. This heterogeneity and sparsity pose difficulties for conventional 
classification algorithms to achieve good classification performance without becoming overly complex. Bertsimas et 
al. partitioned the study population into five cost buckets to alleviate the heterogeneity of cost patterns; and used 
classification trees and clustering methods to divide data into more uniform groups, which improved predictions for 
healthcare costs [9]. Elbattah et al. used unsupervised learning to find coherent clusters of patients and showed that 
the clustering-aided models achieved higher accuracy in predicting the length of stay of hip fractures [10]. Beyan et 
al. proposed a hierarchical decomposition method that partitions data into smaller subsets, each with a different feature 
space, and showed improvement in classification performance with over twenty imbalanced data sets [11]. Therefore, 
we claim that by dividing the population into similar risk groups based on patient demographics, medical history, care 
quality, and environmental factors we can build more effective prediction models for each group.  

Although a number of clustering algorithms have been applied to healthcare data, such as partition clustering, 
agglomerative clustering, and density clustering, they are purely data-driven and highly dependent on the major 
patterns of the data [1–3, 11–13]. In addition to traditional data-driven algorithms, we aim to leverage existing 
knowledge from literature and domain to define representative patient groups. Our proposed framework adopts a 
hierarchical structure because of its advantage to model dependence relationships between levels of the hierarchy.  

The contributions of this paper are two-fold: 
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● a hierarchical clustering framework that leverages both existing knowledge and data-driven patterns to group 
patients with similar risk levels with respect to unplanned UTI admissions. This approach can also be applied 
to non-healthcare problems where data is highly heterogeneous and imbalanced, and domain knowledge can 
be used to guide focused modeling; and 

● monthly probabilistic predictions for Medicare beneficiaries' risk for unplanned UTI admissions and 
interpretable insights about the most relevant variables, which may facilitate the design of interventions.  

To our best knowledge, our study is the first to predict UTI hospitalization as small as monthly intervals. The 
closest in the literature is a study by Carter, which focuses on the nursing home population and provides quarterly 
predictions (pseudo R squared 0.0931) [14]; and another by Saver et al., which predicts several acute and chronic 
hospitalizations for a year-long interval (AUC 0.87) [15]. While these studies have longer prediction intervals and a 
smaller study population, they used logistic regression and a similar set of variables. 

The remaining of this paper is organized into four sections (Figure 1). In Section 2 we discuss the data used in this 
study. In Section 3 we provide details about our hierarchical clustering method. Section 4 presents a summary of 
results and comparison with a baseline model. Lastly, we conclude the paper with a summary of findings. 

 

Figure 1: Road map of the modeling procedure 

2. DATA COLLECTION AND VARIABLE QUANTIFICATION 

This study uses 2008-2012 Medicare Limited Data Sets (LDS) which contain a 5% random sample of seven types 
of fee-for-service claims annually. Data from 2008-2011 are used to capture patient clinical history; data from April 
to November of 2011 are used for model training; and from 2012 are used for model testing and performance 
evaluation. In addition to medical claims, we collect multiple public data [16–25] to create relevant predictors. From 
the prepossessing, we obtain a patient-month data set (where rows correspond to patient's data for each month of the 
year) with 784 features including patient demographics, clinical history, healthcare utilization and spending, provider 
quality metrics, and community safety metrics (Table 1) for beneficiaries who had at least one inpatient, outpatient, 
or Skilled Nursing Facility (SNF) claim during the year. These features were identified from many studies, more detail 
is provided below. 

Table 1: Summary of the predictors considered in the model 

Demographics Age, gender, race, low income, managed care, supplemental insurance, socioeconomic 
status, smoking, obesity 

Clinical History Acute and chronic CCS conditions and their aggregates (neuro, heart, diabetes, cognitive, 
alcohol substance abuse, cancer),  ESRD,  immunocompromised, post transplant, number 
of CCS conditions 

Healthcare Utilization Number of inpatient, outpatient, SNF, carrier, Durable Medical Equip-ment (DME), 
homehealth, hospice claims in the last one, three, six, and twelve months [26]; past and 
current nursing homestay; elixhauser comorbidity  index [27];  number of specialty visits 
in the last month (allergy, neurology, endocrinology, car-diology); number of emergency 
room, physician, hospitalization, ICU, CCU, and Oncology stays in the last one and three 
months; length of stay in hospital and SNF in the last one and three months [28, 29] 

Healthcare Spending Medicare and non-medicare paid costs of inpatient, outpatient, SNF, carrier, DME, 
homehealth, hospice claims in the last one, three, six, and twelve months [28, 29] 

Most Recent 
Provider’s Quality 
Metrics 

Hospital overall rating, number of beds, count of outpatient procedures, emergency room 
volume [14]; several disease-specific death rates, complications rates, postoperative 
complication rates, infection rates, and readmission rates [21, 22] 
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Community Quality 
Metrics 

Rural indicator, household income [15]; state-level flu activity, vaccine effectiveness, air 
quality [17, 25]; region safety scores; population statistics about race, education, income, 
access to care and food, etc. [18, 19, 23] 

 

To define our target event, unplanned hospitalization for UTI, we analyze whether a patient's inpatient claim 
satisfies the Prevention Quality Indicators (PQI) criteria put forth by Agency for Healthcare Research and Quality 
[30]. We use the Clinical Classification System (CCS) developed by AHRQ to compute 285 CCS variables based on 
ICD-9 diagnosis codes. The data for acute CCS conditions are transformed into two binary indicators of length since 
the first diagnosis (less than six months ago or not). We aggregate specific CCS variables to alleviate data sparsity 
while making the presentation clinically meaningful (Table 1).  

3. METHOD 

In this section, we discuss the hierarchical clustering modeling approach and the evaluation criteria employed.    

3.1. HIERARCHICAL CLUSTERING APPROACH 

As discussed in Section 1, the main challenge of developing predictive models using healthcare data is the 
heterogeneity of patterns coupled with scarcity of events. We propose a novel approach to address this challenge, 
referenced as hierarchical clustering. This approach partitions patient-month data points into more uniform groups, 
then builds targeted prediction models with coefficients and feature sets unique to each group. The key advantage of 
this approach is the ability to use known relationships identified from literature and domain knowledge to categorize 
archetypical patient groups meaningful for providers and based on their resemblance in risk of UTI hospitalization. 

The model building process involves four steps: 

Step 1. Overall partitioning into high versus low percentage of event occurrence. Since data is highly 
imbalanced, the desired effect is to first separate the population into two groups such that the majority of event 
occurrences are concentrated in a small group. To identify the best partition rule, we use the R implementation of 
Classification and Regression Trees (CART) in the caret library with adjusted cost functions to emphasize more on 
correctly identifying events than non-events [31]. We include high level variables that indicate healthcare utilization 
and UTI history so that the results are applicable to a larger population. The variables we include in CART are the 
number of inpatient, outpatient, carrier, SNF, hospice, homehealth, and DME claims in the previous three, six, and 
twelve months; the Medicare and non-Medicare paid costs of these seven types of claims in the previous three, six, 
and twelve months; and previous UTI.   

Step 2. Categorizing archetypical patient groups meaningful for providers. For the subset with the highest 
prevalence of events from Step 1, we categorize archetypical patient groups intended to be meaningful for providers. 
The goal is to define types of patient populations that have fundamentally different conditions that may drive 
differences in regression models. To promote understandability, the choice and order of these branches are based on 
domain knowledge and results from the literature.  

The first differentiating group we define is those who are on Medicare because they have End-Stage Renal Disease 
(ESRD). These individuals may be younger than 65, and they have been identified to have a significant disease that 
may relate to UTI risk [4, 15, 32]. In the next level of the hierarchy, we consider people who have been in a nursing 
home [33, 34] identified through the algorithm developed by Koroukian et al. [35]. Nursing home residents are likely 
those who need help with activities of daily living (ADLs) and/or have difficulties with walking, hearing or seeing 
[36]. These conditions cause them to be at greater risk for admissions or adverse events [8]. This setting is different 
from Skilled Nursing Facilities (SNF) because the residents may be self-financing, and nursing homes tend to be for 
longer occupation. Literature has also shown that UTIs can be associated with urinary-related cancer [4, 15, 28] and 
with mental conditions such as dementia, delirium, and Parkinson's disease [15, 34, 37–39]; so these patient groups 
are identified for lower levels of the hierarchy.  

Step 3. Data-driven clustering to improve the predictive power of the models. We apply CART on each patient 
group identified in Step 2 to obtain candidate data-driven clusters. The variables we include in CART consists of the 
set of features discussed in Step 1, which capture general healthcare utilization. To decide whether to employ a cluster 
and when to stop branching, we build brute-force regression models for the two children nodes and the parent node 
before branching and choose the option that achieves higher AUC on the hold-out data set.  

Step 4. Regularized regression model to provide monthly risk predictions. We build prediction models for 
each resulting cluster. We choose the Lasso-Logistic Regression model (LLR) because it has been shown effective in 
largely imbalanced data [40]. The penalty parameter is tuned separately for each cluster using 3-fold cross-validation 
such that the chosen parameter minimizes the deviance of the predicted values from the logistic regression model [41]. 
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The 784 features from Table 1 are provided to all levels of the hierarchy, and L1 norm regularization selects the most 
relevant features in each cluster. Youden's index is used to select the probability threshold for each cluster [44]. 

3.2. BASELINE APPROACH 

As a baseline model, we run LLR using the same settings described in Step 4 on the training data before 
clustering. In other words, the baseline approach builds one prediction model for the entire population. Parameter 
tuning and threshold selection are also performed only once. This is the most relevant benchmark, considering 
modeling procedure and the data, that we found in the literature as described in Section 1.  

3.3. EVALUATION METRICS 

We use a combination of discrimination and calibration measures to assess model performance. The Area Under 
the Curve (AUC) evaluates the likelihood that the predicted probability of an event instance is higher than that of a 
non-event instance. However, AUC fails to measure the goodness of fit when data is imbalanced [42]. Therefore, we 
include the TPR and FPR, which are especially useful for imbalanced class problems [43]. The former indicates the 
percent of events correctly predicted by the model out of the total event instances, and the latter measures the percent 
of non-events that the model incorrectly predicts as positive. We use TPR and FPR to understand the unplanned 
admissions that are captured by the model (TPR), as well as the potential cost associated if interventions are used 
unnecessarily (FPR). In addition, we report the Sensitivity at Low Alert Rates (SLA) at 1%, which measures the TPR 
for instances that are given the highest risks. Lastly, we include accuracy, which is another common metric to measure 
the percentage of correctly predicted event and non-event over all data points.  

4. RESULTS 

Our predictions focus on patients who had at least one inpatient or SNF claim during the year. To ensure complete 
health profiles, we exclude beneficiaries who are Medicare part A and B enrollees for only part of the year, enrolled 
in managed care, with supplemental insurance, or with disability [44]. Table 2 shows summary statistics of the 
preprocessed data.  

Table 2: Descriptive statistics of the 2011 and 2012 study population.  

 2011 2012 

Count Percentage Count Percentage 

Total beneficiaries 1,257,485 100% 1,274,142 100% 

Age above 65 1,133,412 90% 1,149,054 90% 

Disability 229,377 18% 245,031 19% 

Male 518,698 41% 528,557 41% 

Previous unplanned admission due to UTI 10,203 1% 10,099 1% 

Had at least an inpatient claim 348,866 28% 327,198 26% 

Had at least an SNF claim 96,163 8% 90,572 7% 

After exclusions 237,675  230,042  

  

We obtain a hierarchical structure with 12 knowledge-based and data-driven clusters from training data, as 
visualized in Figure 2. The most important partition based on event prevalence identified by CART (Section 3.1 step 
1) is whether the patient had a historical diagnosis of UTI or any medical claims in the past year. For the lower event 
occurrence group, data-driven clustering suggests assessing whether the beneficiary had been admitted to SNF in the 
last month or to ICU in the last three months. For people who had no urinary-related cancer but had cognitive 
conditions, this step suggests grouping patients based on inpatient costs in the last 12 months. Similarly, for the 
beneficiaries who did not have an inpatient or SNF visit in the last 12 months, this step suggests using more than 10 
carrier claims (which include physician visits) in the last year as the best split criteria. 

For each cluster, the model intercept proxies the base risk level, and the set of selected features shows which factors 
are most likely to be associated with UTI hospitalization for that particular patient group. The features’ estimated 
coefficients indicate their quantified impact towards the base risk of their cluster. A positive coefficient indicates an 
increase in risk, and a negative coefficient is associated with a decrease in risk. Note that the base risk should be 
interpreted in combination with the variability of the coefficients; a cluster with few features, that have a small effect 
on the predicted probability, may have a lower risk than a cluster with highly variable coefficients. Therefore, we 
calculate the summation of the intercept and coefficient variance as the underlying risk of each cluster, which is shown 
with color-coding in Figure 2; the darker the cluster, the higher the risk.   
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Figure 2: Hierarchical structure is visualized in the form of a tree. For each cluster, the ratio of the number of patients with 
the event to the number of patients in the cluster is shown on the lower-left corner of the box; the percentage of all event rows 
contained in the cluster is shown on the lower right corner. The small square in the lower right corner of each decision node 
indicates which step (defined in Section 3.1) it belongs to. The plots display the relative coefficient values for the selected 

features (note that only features with a coefficient greater than 0.5 are displayed for visualization). Clusters are color-coded based 
on the average risk obtained from the model intercept and coefficient variance; darker colors correspond to higher risk. Cluster A 

received zero predictions due to its low event occurrence rate and low event coverage percentage.  

The most selected features across clusters include a previous month visit to oncology, ICU, or CCU, and whether 
the patient had a recent UTI. Other variables specific to each cluster include endometriosis, developmental disorders, 
pregnancy or delivery, abortion, cancer of the cervix, bacterial infection, alcohol substance abuse, sickle cell anemia, 
self-inflicted injury, suffocation, and flu intensity last month. Additional considerations should be taken into account 
while interpreting the selected features. Some of these variables may not be directly related to UTI but are proxies for 
their underlying health and/or environmental conditions that are associated with a risk to UTI. For example, the flu 



 

 

intensity variable can be interpreted as a proxy for weather seasonality, which is shown to be correlated with UTI 
hospitalizations in previous studies [45, 46]. Another example is suffocation, which may be an indicator of specific 
patient characteristics or behaviors such as intentional injuries [47]. The recency in the wording of these variables 
relies on health history recorded by Medicare claims. If a patient had their diagnosis more than six months ago but is 
added to the system not long ago, our data will still indicate that their first diagnosis was recent. Therefore, conditions 
that have very low probabilities of development after the age of 65, such as endometriosis or pregnancy, may be aliases 
for a recent addition of the patient’s data or diagnosis code to the system. These variables can still be proxies for recent 
visits with providers who recorded previous health history. 

In the baseline model, the variables with the highest coefficients selected are previous month visits to oncology 
and UTI history, which coincide with the top features selected from the hierarchical clustering approach. One 
advantage of the latter is providing more personalized feature importance summaries for each group of patients. The 
prediction performance of these two modeling approaches is summarized in Table 3. The clustering-based approach 
achieves a higher AUC (0.72) than the baseline (0.63), which means the model is more likely to predict a higher risk 
for instances that UTI admission actually occurred than a non-event instance. The higher accuracy score also indicates 
that the clustering-based approach predicts both events and non-events more accurately than the baseline approach. 
Although the baseline model achieves a slightly higher TPR (0.84), the model overpredicts many patients resulting in 
a high percentage of false positives (0.67). The clustering-based approach significantly reduces false positives (FPR 
0.43) while maintaining a reasonable TPR (0.77). Therefore, we conclude that the hierarchical clustering approach 
achieves more accurate and precise predictions than the approach without clustering. 

Table 3: Comparing results between baseline and hierarchical clustering-based LLR. The latter achieves higher AUC, SLA, 
accuracy, and a lower FPR than the former. Slightly higher TPR in baseline LLR is due to classifying a lot of data points as 

positive, indicated by high FPR.  

 AUC SLA 1% TPR FPR Accuracy 

Baseline LLR  0.63 0.03 0.84 0.67 0.33 

Hierarchical clustering-based LLR   0.72 0.04 0.77 0.43 0.57 

 

5. CONCLUSION 

One of the main challenges of predictive healthcare analytics is the large heterogeneity of patient patterns coupled 
with high data imbalance. The hierarchical clustering approach proposed in this paper tackles this challenge by 
leveraging existing knowledge about UTI as well as data-driven algorithms to identify representative patient groups, 
then building personalized prediction models for each group. This approach starts by separating patients into two 
major clusters differentiated by high and low event prevalence. Then knowledge from literature and domain are used 
to define archetypical patient groups intended to be meaningful to providers. These rules include whether a patient 
has ESRD, nursing home residence, urinary-related cancer, and cognitive diseases. These are either disease-based 
characteristics that are often positively correlated with risk to UTI hospitalizations or frailty indicators that suggest 
the patient’s vulnerability. The lower levels of the hierarchy are data-driven clusters that are associated with general 
healthcare utilization, such as inpatient, SNF, and carrier visits. 

The prediction performance shows that the hierarchical clustering-based models achieve more accurate and precise 
predictions than the approach without clustering. Another advantage of this approach is to provide more personalized 
insight on which factors are most relevant to each patient group, instead of a single feature importance summary for 
the entire population. The variables most associated with UTI hospitalizations amongst all patient groups are whether 
the patient had a recent UTI diagnosis, as identified by previous studies [4]; or at least one oncology, ICU, or CCU 
visit in the previous month. This result agrees with studies that showed that about 15% of the patients admitted to 
acute hospitals receive a urinary catheter during their stay, after which infection frequently occurs, as ICU and CCU 
visits proxy the use of catheters [5]. Additional feature insights for each of the twelve patient groups are discussed in 
Section 4.  

The structure we have chosen for the tree is subject to our literature review and domain knowledge. For instance, 
we locate the nursing home variable at a higher level than urinary-related cancer because we believe that the frailty 
condition associated with nursing home residency dominates the specific health characteristics of urinary cancer. 
Other researchers could make different choices based on the knowledge they gather. In future studies, we suggest this 
framework to be used with more rigorous causal tools. The key contribution of the hierarchical clustering approach is 
providing a framework that can leverage existing knowledge to identify target groups meaningful to practitioners and 
that can be integrated with data-driven algorithms to build personalized prediction models for each representative 
group. 
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Although the LLR model was used to compare the performance of the hierarchical clustering approach with the 
non-clustering approach, other machine learning models may be used with the hierarchical clustering framework by 
modifying Step 4 in Section 3. The hierarchical clustering approach can also be applied to non-healthcare problems 
where data is highly heterogeneous and imbalanced, and domain knowledge is available to guide focused modeling. 

6. LIMITATIONS AND FUTURE RESEARCH 

In this study, data were limited to Medicare fee-for-service beneficiaries so health insights may not apply to all 
populations. We also rely on the accuracy and completeness of diagnosis from the claims to compute our predictors. 
In addition, studies have shown that the usage of urinary catheter is closely associated with UTI [5, 33]. Usage is not 
indicated in all claims like inpatient, however, adding an indicator for catheter would further improve the model 
predictions. Future studies may take these into account to build more accurate models for UTI.  
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