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Abstract   

A great amount of data is being evaluated in the newly-emerging field of sentiment analysis. In this approach text 

emotion recognition plays a crucial role.In order to produce insightful findings on a certain data. It is a powerful 

methodology that can benefit various domains like health care, ecommerce enterprise solution, government 

organisation and so on. To implement the procedure with the maximum level of accuracy researchers in the domain 

of natural language processing (NLP) and machine learning (ML) have investigated a number of techniques The 

Recurrent Neural Network (RNN) algorithm serves as its foundation.  In this study, the feelings of the Internet 

Movie Database (IMDB) movie reviews are analysed using the Long Short-Term Memory (LSTM) classifier. The 

data has already been divided into 25,000 reviews for testing the classifier and 25,000 reviews for training.This 

model gives a accuracy of 89.9%.    
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1.Introduction   

 Sentiment analysis can be performed on a document-level [1], a sentence level [2], or an aspect 

level (sentiment regarding a particular aspect of an entity) [3]. Effective preprocessing and 

partitioning of the data improves post-classification performance. The correctness of the 

categorization performance is examined. Findings indicate the best classification.precision of 

89.9% for LSTM approach.. It demonstrates the possibility of incorporating the created remedy 

in contemporary text-based sentiment analyzers. A data collection that Andrew Maas built using 

50k IMDb movie reviews is used in this paper [4]. Additionally, each set has 12.5k reviews, 

both favourable and unfavourable. It allows users to rate on a scale from 1 to 10, with everything 

below 4 stars being tagged as bad and anything over 7 stars being recognised as positive, 

according to the dataset's developer. Not included are reviews with ratings outside of the 

aforementioned ranges. Each movie has a maximum of 30 reviews. With a standard deviation 

of 172.91 words, reviews typically include 234.76 words. The collection has 88585 unique 

words in total.With reference to the IMDb rating system, the reviews are divided into good and 

negative categories. In this work, 10-fold cross-validation is used to avoid bias in the 

categorization results. The adaptive moment estimation (Adam) optimizer is used with the 

LSTM. It adjusts the learning rate for each weight in the neural network by estimating the first 

and second moments of gradient [4]. There are three layers used. In this instance, 50 nodes are 

used in the first layer to convey the intended words. The final layer produces two outputs that 

correspond to the classes being considered, and the second layer is an LSTM with 101 memory 

units.    

Further section 1 explains about overall description of model and the ways data which were 

divided for training and testing algorithm,section 2 explains about Methodology used for 



sentimentals analysis,section 2.1 explains about Lexicon and Ml based model 

descriptions,section 2.2 explains overall model description of LSTM and confusion which were 

generated from this model,section 3 explains about results obtained from model and accuracy 

and loss graph obtained from model.The section 4 shows a conclusion.   

2.Methodology   

1.Dataset   

2.Data division   

3.Preprocessing   

4.Vectorization   

5.LSTM Classifier   

6.Classification Accuracy   

    

2.1.Lexicon and ML based: -    

1-Lexicon-based [5] sentiment analysis and sentiment analysis powered by machine learning 

[6] The Lexicon Approach relies on tokenizing the text. (tokenization), counting how many 

times each occurs word and researching each term's subjective meaning from a current 

lexicon. This model's validation accuracy is 86.67%, while its training accuracy is 91.9%.    

2-The machine learning approach depends on training various classifiers with a data set known 

as the training set in order to make the system more complex while also adding sophistication.    

3-LSTM     

Figure 1:LSTM   

   

    



The  Figure 1 shows a inputs and outputs of an LSTM for a single timestep. This represents the 

input, output, and equations for a single timestep of a time-unrolled representation. CNN output 

or the input sequence itself can both be used as the LSTM's input x(t). The inputs from the prior 

timestep LSTM are h(t-1) and c(t-1). The LSTM's output for this timestep is o(t). Additionally, 

the LSTM generates the c(t) and h(t) for use by the subsequent time step LSTM.   

    

ft = σg(Wf × xt + Uf × ht−1 + bf )     

 it = σg(Wi × xt + Ui × ht−1 + bi)      

ot = σg(Wo × xt + Uo × ht−1 + bo)  

c
′
= σc(Wc × xt + Uc × ht−1 + bc)     

ht = ot.σc(ct),   ct = ft × ct−1 + it.ct ′  here ft is forget gate, it is input gate, ot is output gate,  

ct is cell state and ht represents hidden state.    

2.2.End to end sentimental analysis using LSTM    

Figure 2 displays the suggested machine learning (ML) model for sentiment analysis of text. In 

this study, 10-fold cross-validation is used to prevent bias in categorization results. Gates are 

added to loops in LSTM to maintain a level of relevancy [7]    

                                                     Figure 2: LSTM Algorithm    

  

 

    

   

 

 

 



igure 3:Confusion Matrix   

   

Figure 3 summarises and presents the confusion matrix results together with the accuracy 

score, which is found to be around 89.9%. These findings demonstrate that the classifier 

achieves an appropriate precision for the desired dataset while taking the classifier's accuracy 

score into account.      

Figure 4: Sentiments                                   

    

   

Fig 4 provides an overview of the dataset's good and negative assessments.Above Fig 4shows  

a sentiments of people for Movie Scream.    

3.Results And Discussions   

Figure 5: Output Prediction   

  
   

Figure 5 provides a summary of four movie review samples to show the 

classification results. As can be seen, four out of the four sentiments proved to be 

true and legitimate.    

   



 Figure 6:Loss graph    

   

Figure 6 shows a Graph of Loss vs Epochs in which blue dotted and Line shows a Training and 

validation loss.    

  Figure 7:Accuracy graph   

    
    

Figure 7 shows a Graph of Accuracy vs Epochs in which blue dotted and Line shows a Training 

and validation accuracy.    

4-Conclusion    

The technique of extracting views from text data and categorising them as positive, negative, 

or neutral is known as sentiment analysis, sometimes known as opinion mining. This paper uses 

a Long Adam optimizer and Short-Term Memory classifier are used to automatically classify 

the IMDb movie that has been processed reviews. 10k reviews in all, 5k of which are positive 

and 5k for unfavourable feelings. The model is giving a accuracy of 89.9%. By utilising 

additional data preconditioning techniques, a higher level of accuracy can be achieved. 

Additionally, using ensemble classifiers or deep learning techniques will increase classification 

accuracy. In future  going to be using hybrid approach as LSTM and Transformer Based.    
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