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Abstract—The process of data mining is helpful in discovering
meaningful patterns in historical or unstructured data in order
to make better business decisions. It helps in creating a better
marketing strategy and also helps in risk management, fraud
detection, etc. In this study, we put forward a comparative
analysis of data mining models for fraud detection. The goal of
the analysis is to find the best model which gives high accuracy
and is less compute-intensive. We have implemented Decision
Trees, Linear Support Vector Machines, RBF Kernel Support
Vector Machines, K-Nearest Neighbor, Artificial Neural Network
and logistic regression classification models. Further, we have
implemented PCA and Ensemble techniques to improve the
accuracy of the model and decrease the computational complexity
of the models.

Index Terms—Text mining, Supervised Learning, Classifica-
tion, Ensemble Learning

I. INTRODUCTION

Data mining is the process of exploring and analyzing the
large chunks of data to glean meaningful information by trying
to predict patterns and trends in the unstructured data [1].
Mathematical algorithms along with statistical rules are used
in Data mining to analyze and find patterns, correlation, and
links in the information [2]. From discerning the sentiments
or opinion of users to spam filtering, credit risk management,
and fraud detection [3], [4]. Businesses can learn more about
their customers’ behavior using data mining, look for patterns
in the large datasets and can develop more effective marketing
strategies, decrease the cost and increase sales and profit. Risk
management has become one of the important research areas
with the advent of data mining [5]. It includes analysis and ac-
ceptance or mitigation of uncertainty in investment decisions.
There are a variety of methods exist to ascertain risk, one of
the most common is standard deviation, a statistical measure
of dispersion around a central tendency. Other methods include
measures of the volatility, or systematic risk of a stock when
compared to the entire market [6].

Trying to predict the risk of investing in a company or an
emerging start-up is a tedious job for investors [7]. Many risk
factors are pertinent in risk management; hence these factors
are investigated from several areas like audit-paras, on-going
issues report, environmental conditions report, past records
of audit office, firm reputation summary, profit-value records,
loss-value records, etc. The risk factors that are important
and pertinent are evaluated, along with their probability of

existence is computed from past data. Various researches are
already going in this area to get efficient and comparable
results and big companies are heavily investing in this do-
main. In this paper, we compare the classification models of
Data mining that can predict the fraudulent firm based on
current and past risk factors. Further, we apply the ensemble
techniques to improve the models and finally compare the
models based on accuracy and compute complexity. The
dataset collected is multivariate having 18 attributes that have
been considered as risk factors.

II. METHODOLOGY

A. The Overview of the Implementation

The proposed method aims to compare text mining models
[8] and techniques based on various factors like accuracy,
execution time and memory usage. Initially, the audit data
has been collected having 18 risk factors and cleaned and
formatted by removing the duplicates and outliers. Exploratory
data analysis (EDA) is process that explores data statistically
for finding patterns, anomalies, trends, or relationships [9].
These information can be further used in modeling decision.
In short, the goal of EDA is to find the relevant features for
decision making. In general, EDA starts with high level outline
and then narrows to particular parts of dataset.

[9].
The data was then randomly partitioned into two parts,

70% of the data set was considered as training data and
30% of the data was considered as test data. Initially, Data
mining classification models were implemented i.e. Logistic
Regression, Support Vector Machines with linear kernel, Sup-
port Vector Machines with RBF kernel, K Nearest Neighbor,
Decision Trees, Neural Network and Multiple Perceptron
Neural Network to predict if a firm is fraudulent or not [10].
Ensemble techniques and feature extraction techniques like
Principal Component Analysis were further implemented on
these classification models to enhance the efficacy of model
and the results were compared for each model.

III. EXISTING METHODS IN THE LITERATURE

A. Logistic Regression

Logistic regression is a supervised learning algorithm which
predicts the outcome of a dependent variable which is cate-
gorical based on single or multiple independent variables [11],



Fig. 1. Audit risk density plot

[12]. Generally, it is used for the problems in which dependent
variable is binary. The algorithm uses the maximum likelihood
estimation to find the regression coefficient of model and
thereby predicts the probability of binary dependent variable
or the output variable accurately using Eq. (1). Since the
probability of any event lies between 0 and 1, the values above
the threshold values are set to 1 and the less than threshold
are set to 0. Logistic regression belongs to a larger class of
algorithms known as the Generalized linear model.

hθ(x) = g(θTx) =
1

1 + e−θTx
(1)

where, g(z) = 1
1+e−z

B. K-Nearest Neighbor

The k-nearest neighbor (KNN) is a supervised approach
that employs labeled data to learn and produces appropriate
result when new unlabeled data is given. In KNN, all similar
information are kept in proximity; in other words, similar
data are close to each other [13]. The value of K in KNN is
empirically decided by its testing its performance for different
values of K and the K value that reduces error and predict
maximum number of instances correctly, is selected. For each
point in the test dataset, we calculate the Euclidean distance for
each K values and assign the test data to closest one. KNN
Algorithm employs feature similarity to classify the testing
data. KNN is also a non-parametric learning algorithm because
it does not assume anything about the underlying data.

C. Support Vector Machines

A Support Vector Machine (SVM) is a discriminative clas-
sifier that uses hyper-plane to classify test samples. It is a
supervised learning method that finds an optimal hyper-plane

[14] in two-dimensional space which divides data sample into
two parts where each class lay on either side. In SVM, we are
looking to maximize the margin between the data point and
the hyper-plane [15]. For notational simplicity, we consider
the case of linear classifier function which is discussed in Eq.
(2).

γ̂i = yi(WTx+ b) (2)

where w and b are unknown and can be determined by
optimizing the dual optimization equation as given Eq. (3)
using Lagrange duality. We wish to minimize the equation by
solving the following dual problem with linear inequality.

maxα W (α) =

m∑
i=1

αi −
1

2

m∑
j=1

yiyjαiαj(x
i, xj) (3)

here αi ≥ 0, where, i = 1, 2, · · · ,m and
∑m
i=1 αiy

i = 0.
The regularization parameter of SVM is used to find the

wrongly classified instances in training data. For the same,
partial derivatives of weights computed to find the gradient
which updates the previous weights. In SVM, if there is no
wrong classification, only regularization parameters are used
for updating the gradient whereas when there is a wrong
classification, loss along with the regularization parameters are
employed to update the gradient.

The above equation can be modified if data belongs to more
than two classes. For the same, kernel trick is used in which
input parameter is mapped to higher dimensional space via
nonlinear mapping. Gaussian kernel and RBF kernel are some
of the widely used kernel. In this paper we have used RBF
kernel trick to predict the fraudulent company. Kernel function
is defined according to Eq. (4).

K(x, z) = φ(x)Tφ(z) (4)

D. Decision trees

Decision trees (DT) creates a training model by learning
decision rules from prior (training) data and these rules are
used to predict the label or class of target (test) data [16], [17].
DT uses tree representation to solve the problem in which each
leaf node corresponds to a class label and features/ attributes
are represented by internal nodes. Decision tree for Boolean
function is depicted in Fig. 2. The values of the features in
DT are preferred to be categorical, if the values are continuous
then they are converted to categorical values [18], [19].

The major challenge in DT is to identify the attribute for
the root node at each level. For the same, information gain,
gini index , and gain ratio are used. To compute the above-
mentioned measures entropy for each feature is computed
which helps to find the root node for DT. Attribute having
higher entropy or information gain is placed to root node of
the tree. The same process is repeated until decision tree is
built.



Fig. 2. Decision Tree

Fig. 3. Artificial Neural Network

E. Artificial Neural networks

Artificial neural network (ANN) is a computational model,
based on the structure and functions of biological neural
network [8]. It is a non-linear statistical model that establishes
a relationship between input and output as shown in Fig. 3. It
takes vector of inputs and finds the belongings of data from
each classes. For this, a series of hidden layers and the linkage
between the nodes created.

At each node the input from the data is combined with a
set of weights that either dampen or amplify that input, hence
assigning significance to input variables for the underlying
hidden function that the algorithm is trying to learn. The
product of input and weights are summed and passed further
through an activation function in order to determine whether
the signal should progress further through the network of
layers and to what extent [20]. The training is guaranteed to
succeed if the training examples are linearly separable and
a small learning rate is used for gradient descent algorithm
even when training data contains noise. The technique of
backpropagation helps in fine-tuning the weights of a neural
net based on the error rate obtained in the previous iteration.
In forward propagation, we take the weighted sum of inputs of
a unit and plug in the value into the activation function. Using
this activation value, we get the input feature for the connected

nodes in the next layer. Backpropagation is all about feeding
the loss backward to update the weights. The optimization
function i.e. Gradient Descent help us find the weights that
yield a smaller loss in the next iteration. The same is also
depicted in Fig. 4.

Fig. 4. Weight updating in ANN

F. Ensemble model and Techniques

Ensemble models and techniques are used to combine
the decisions from multiple models in order enhance the
overall performance of the system. Ensemble techniques have
been proven to be very effective and impactful in solving
the industrial challenges. In an ensemble-based data mining
system there are four major parts: preprocessing the data,
generating single classifier, ensemble processing, predicting
and evaluating results [21]. For instance, if we consider
the case of decision trees there are numerous factors, we
should consider like what features we make our decision on,
what is the threshold for classification. Taking these factors
into account Ensemble methods help us to take a singular
decision tree into consideration, calculate what all feature to
use and finally make a predictor based on the consolidated
and aggregated results of all decision trees that were sampled.
Types of Ensemble methods include-

• Max Voting: In this Ensemble method we take multiple
classification models to make predictions for every data
point and these predictions by every model is considered
as a vote. The final prediction is considered from the
predictions that get maximum number of votes.

• Bagging: This technique combines the results of multiple
models to get a generalized result. Bagging uses Boot-
strapping sampling technique which divides the data into
subsets of the original data with replacements and the size
of each subset is same as the size of the original dataset
[22]. Bagging technique make use of these subsets to
get a generalized and fair overview of the distribution by
running the models concurrently and independent of each
other. The final prediction is evaluated by consolidating
the predictions from all the models. One of the advantages
of the bagging is that diversity comes into account as
different bootstrap samples of the training data is used.
Along with that the diversity among the member of
ensemble is achieved and it has its origin in the statistical
fluctuations of the random bootstrap sampling [23]. As



the number of classifiers that are aggregated increases, the
error of the bagging technique becomes smaller. Bagging
algorithms include bagging meta-estimator, random forest
as shown in Fig. 5.

Fig. 5. Bagging Technique

• Boosting: Boosting is a process in which each subsequent
model attempts to enhance the error of the previous
model. Therefore, it is a sequential process where the
models that are succeeding are dependent on the previous
model [23].. In boosting we create a subset from original
dataset on which a base model is created. This model
is used to make predictions on the complete dataset
and errors are calculated by comparing the actual values
and the predicted values of the model. The incorrectly
predicted observation is given higher weights. Similarly,
we create multiple models on each subset of the training
data which in turns corrects the errors of the previous
model. The model that is considered final model is the
weighted mean of all the models. One of the advantages
of boosting is that since Individual models struggle to
perform well on the complete dataset, but they work
adequately for some part of the dataset, hence each
model boosts the complete performance of the ensemble.
Boosting algorithms include AdaBoost, Cat Boost, Light
GBM.

G. Principal Component Analysis

Principal component analysis is the process of linear dimen-
sionality reduction by implementing Singular Value Decom-
position of the data to project it to a lower dimensional space
[24]. PCA tries to identify the subspace in which the data
approximately lies. Prior to PCA the data is pre-processed to
normalize its mean and variance. The data is known to have
zero mean and unit variance. After normalization is done, we
try to find the major axis of variation, that is the direction on
which the data approximately lies by finding the unit vector
which maximizes the variance of the projected data. Hence

Fig. 6. Flow Chart of the Proposed Implementation

to maximize the variance of the projections, Eq. (5) can be
maximized.

1

m

m∑
i=1

(x(i)Tu2) =
1

m

m∑
i=1

uTx(i)(x(i))Tu = uT
(
x(i)(x

(i)T
)

(5)
Maximizing this gives the principal eigenvector which is

just the empirical co-variance matrix of the data. PCA have
many benefits from compression to reduction in computational
complexity, noise reduction.

IV. PROPOSED SOLUTION AND IMPLEMENTATION

The audit data is first collected and randomly segregated into
training and test data. The segregation is done in such a manner
that training data comprise of 70% of the data and testing
data comprise of 30% of the data. After data segregation,
data cleaning process is done in which we try to remove the
redundant data and remove outliers in the data. Further as part
of the data cleaning process we do Exploratory Data Analysis
to find anomalies, patterns, trends, or relationships in the data.
The data set comprise of various company’s risk auditing and
the attributes comprise of various risk factors.

First, we implement a basic classification model Logistic
regression to try to predict if a company is fraudulent or not.
We report the test accuracy and time taken by the algorithm
and the memory consumption done by the algorithm. Simi-
larly, we have implemented the K-Nearest neighbor algorithm
by taking multiple values of k and the final value taken is 6.

Further we have implemented Support Vector Machine
algorithm with Linear and RBF kernel, Decision trees and
reported the results. Lastly Artificial Neural network algorithm
is implemented with 3 hidden layers having 5 nodes each
and single output layer. We have also implemented perceptron
learning algorithm with activation function as sigmoid and
Adam optimization algorithm. The loss function considered
was binary cross-entropy. Second, we have implemented
ensemble techniques like max voting – hard voting, soft
voting, bagging and AdaBoosting, gradient boosting on the



classification algorithms and reported the results. Third we
have implemented Principal Component Analysis with top
2 components, on the data set and then implemented above
classification models to reduce the complexity and enhance
the accuracy on the test data and reported the results for the
same.

V. EXPERIMENTAL RESULTS AND CONCLUSION

In this paper, supervised learning models and techniques
have been compared for the problem statement of finding
the fraudulent company using classification models i.e. Lin-
ear Support Vector Machines, RBF Kernel Support Vector
Machines, Logistic Regression, Decision Trees, K-Nearest
Neighbor and Artificial Neural Networks. Further PCA and
Ensemble techniques were implemented to enhance the ac-
curacy and reduce the compute complexity of the models.
From this paper it can be shown that though maximum
accuracy was given by AdaBoosting and bagging in Decision
trees, but bagging is very much computing intensive, whereas
AdaBoosting is comparatively less compute intensive and
more accurate. PCA with RBF kernel and PCA with Decision
Trees is also less compute intensive and comparably accurate
but Ensemble AdaBoosting technique has given best accuracy
and least computational complexity whereas Artificial Neural
Network and Multi-layer perceptron and bagging with grid
search indecision trees are highly compute exhaustive models
for this kind of dataset. The performance results of all the
models and techniques are reported in the following table.

VI. FUTURE WORK

The research can be further extended to compare advanced
deep learning algorithms for text classification such as rNN.
New Advanced Ensemble techniques can be explored to make
further comparisons of the models. Furthermore new Data
mining techniques that are getting implemented on not just
textual data but also on multimedia data like audio, video,
images can be explored. These techniques are Multimedia
Data mining, Ubiquitous Data mining, Distributed Data min-
ing, Time Series and Sequence Data mining, Spatial and
Geographic data mining. The capability of Data mining to
integrate the unstructured data like images, text opens the
doors to numerous exciting opportunities and possibilities for
new research discovery in this domain
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