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Abstract

Cognitive neuroscience is the study of how the human brain functions on tasks like
decision making, language, perception and reasoning. Deep learning is a class of machine
learning problems that use neural networks. They are designed to model the responses
of neurons in the human brain. Learning can be supervised or unsupervised. Ngram
token models are used extensively in language prediction. Ngrams are probabilistic models
that are used in predicting the next word or token. They are a statistical model of word
sequences or tokens and are called Language Models or Lms. Ngrams are essential in
creating language prediction models. We are exploring a broader sandbox ecosystems
enabling for AI. Specifically, around Deep learning applications on unstructured content
form on the web.
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1 Introduction

Ngram models work on the basis that we can predict the next token given the previous n-1 tokens.
We use the following notation to compute the probability of a word sequence. In order to represent
a random variable X taking on the value y we use P(X = “y”) or the simplification P(y). Now, to
compute the joint probability of a sequence of words w1...wn we use P (w1, w2, ..., wn).

We compute the probability of an entire sequence of word by decomposing this probability using
the chain rule of probability

P (w1, w2, ..., wn) = P (w1|w2, ..., wn) ∗ P (w2|w3, ..., wn) ∗ P (w3|w4, ..., wn) ∗ P (wn) (1)

The chain rule shows the relation between computing the joint probability of a sequence of words
given the conditional probability of the previous sequence of words. Using a Ngram model allows us to
further simplify this equation as we estimate the probability of a word given its history by approximating
the last N words. A Bigram model for example would use the conditional probability of a word given
the word before it.

P (w1|w2, ..., wn) ≈ P (w1|w2) =
C(w1, w2)

C(w2)
(2)

A trigram model allows us to improve our predictability by using the preceding 2 word tokens.

P (w1|w2, ..., wn) ≈ P (w1|w2, w3) ∗ P (w2|w3) (3)

The easiest way to estimate these probabilities is using the count value of the token sequences in
the training data.

P (w1|w2, ..., wn) =
C(w1, w2, ..., wn)

C(w2, ..., wn)
(4)

To obtain the count values for our tokens we use the ngram utility [12] to obtain a set of token
sequence counts for all the data in the training set. For the purposes of our investigation we used
the textual book data from the Gutenberg project and Brown data set. The Google Books Ngram
Corpus [10] is available at http://books.google.com/ngrams.

http://books.google.com/ngrams
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Total 9624 unique ngrams in 890415 1-grams

the 50869
N 32481
of 24406
to 23662
a 21639

Table 1: 1-grams

Total 273906 unique ngrams in 890414 2-grams

N N 7204
of the 5293
in the 4507
N million 4493
to N 2865

Table 2: 2-grams

We process the data to obtain the 5-gram tokens using the ngram utility which gives us a count
value of all consequent tokens in the training data. We are using textual data for the purposes of our
investigation on computing the ngram probabilities.

We use a variety of smoothing techniques to normalize the data and since a large number of token
sequences are not in the training data. We use a ngram log probability (NGLP) to estimate the
probability of our language model. This allows us to maintain a sum value of the log probability for
the training data as it is difficult to compute accumulated product value on decimal values. We use
these values to compute the cross entropy of the data.

Crossentropy = H = −(log2(P (w1|w2, w3) + log2(P (w2|w3, w4)) + ...log2(P (wn − 2|wn − 1, wn)) (5)

This allows us to compute the cross entropy of the data on the test set which gives us a measure of
how well our language model is able to predict the tokens in the code. We calculate a perplexity value
equivalent to 2H .

2 Results

A low cross entropy means that we are able to accurately predict the next token. If the model predicts
every token correctly with a probability of 1, then our cross entropy is 0. We use this data to study

Total 613476 unique ngrams in 890413 3-grams

the u s 920
N million or 687
of N million 665
N a share 631
million or N 621

Table 3: 3-grams
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3-grams
entropy 7.95
perplexity 247

Table 4: Cross entropy

multiple types of identifiers in the code including variable and class field definitions, method names
and function calls in the code.

Figure 1: Zipf distribution.

We measured the zipf distribution - Fig. 1 of the data in the text [3]. As per Zipf’s law we see that
the frequency of the tokens in the data set is inversely proportional to its rank in the number count of
tokens. The training data contained 9624 unique tokens. The slope is -0.0479.

We plan to extend this code to deep learning applications [6, 7] on unstructured content form on
the web along the lines of the Google Brain project [2] and TensorFlow [1]. This will allow us to build
a knowledge base [14] using existing projects and reuse code as per the application.

TensorFlow is an open source library for deep learning developed by Google. It is a python library
that is similar to numpy, scipy and uses data flow graphs and tensors for numerical computation. They
support the development of neural networks using a set of libraries. A perceptron is a simple neural
network designed to use a threshold activation function. It computes the activation of a neuron using
the dot product of the input and weight vectors.

O(x) = sgn(

n∑
i=0

wi ∗ xi) (6)

where sgn(y) =

{
1 if y > 0

−1 otherwise.

Fig. 2 shows a single layer perceptron. For a given dataset the perceptron is guaranteed to find a
linear plane of separation described as the hyperplane decision surface in the n-dimension space. The
perceptron training rule is used iteratively to update the network weights. The weight vectors are
initialized randomly and updated using the rule

wi ← wi + ∆wi

∆wi = η(t− o)x
(7)

Additionally, multiple layers can be used in a multi-layer perceptron. This is effective on uni-
dimensional data and finds application in a number of natural language processing tasks [4, 11] including
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x0= 
1

x1

x2

xn

∑

w0

w1

w2

wn

y = 1 (w*x > 0)
= 0 (else)

…

Figure 2: Single layer perceptron.

Sigmoid Softmax Hyperbolic tangent

σ(y) =
1

1 + e−y
f(x) =

ex∑N
j=1e

xj

tanh(x) =
1− e−2x

1 + e−2x

Table 5: Activation functions

part of speech (POS) tagging. The OpenNLP library uses a multi-layer perceptron in its trained
model. These have been effectively used in applications in information extraction as shown in [5]. [8]
demonstrated the use of a chunker model in detection of semantic triples.

A neural network uses a continuous activation function in each of the layers. Some of the activation
functions are in Table 5.

Figure 3: Neural Network.

Fig. 3 shows an artificial neural network with Sigmoid activations. The weights in the hidden
layer are used in determination of word vectors used in the Continuous Bag-of-words (CBOW) and
Skip-gram models [13]. These are used in predicting semantic similarity. We use a TensorFlow Keras
LSTM layer - Fig. 4 to output word sentences in the PTB corpus. Below is a generated text sequence
corresponding to an input seed value. This can be used in applications like the Google Smart compose
for autocompletion of input text given a suitable corpus of training data.

----- Generating with seed: "n plant near <unk> ill. was completed in n <eos> in a
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disputed n ruling the commerce commission said commonwealth edison could raise its

electricity rates by $ n million to pay for the plant <eos> but state courts upheld

"

n plant near <unk> ill. was completed in n <eos> in a disputed n ruling the commerce

commission said commonwealth edison could raise its electricity rates by $ n

million to pay for the plant <eos> but state courts upheld a challenge of last year

’s that list of the low ’s action action of the low are to debt higher prices the

in financing <eos> the u.s. until that the latest will leave <eos> the and and

japan is expected to slip <eos> the funds have money funds have received these rich

since that the decline plot increase <unk> with the low and japan automobile said

that the u.s. is that that u.s. is is already for a request <eos> the decline and

japan of their program managers the highest has authority dropped n n in september

<eos> first n n for export and $ n million debt and year plant <eos>

lstm_1: LSTM
input:

output:

(None, 40, 2138)

(None, 128)

dense_1: Dense
input:

output:

(None, 128)

(None, 2138)

activation_1: Activation
input:

output:

(None, 2138)

(None, 2138)

1398496810544

Figure 4: Keras LSTM model.

3 Conclusion

We explore the use of the TensorFlow library in creating a recurrent neural network (RNN). We train
a LSTM neural network on textual data from the Penn Tree bank corpus. We see that the LSTM
is able to accurately predict the word ngrams using a seed sentence. We plan to extend the work to
use POS and chunker sequences [9] in phrase construction. We continue to explore the intersection of
Technology and Business in the context of AI, Globalization, CSR and the Last mile with an emphasis
on Deep learning applications in the broader web.

References

[1] Mart́ın Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng Chen, Craig Citro, Greg S.
Corrado, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Ian Goodfellow, Andrew
Harp, Geoffrey Irving, Michael Isard, Yangqing Jia, Rafal Jozefowicz, Lukasz Kaiser, Manjunath
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