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Abstract - Arabic language is of increasing interest in 

the field of Multilingual Information Retrieval (MIR). 

We deal in this work with the problem of multilingual 

document representation including Arabic. The 

proposed approach combines a surface analysis and a 

Latent Semantic Analysis (LSA) algorithm in a new 

way to break down the terms of LSA  into units which 

correspond more closely to morphemes. These 

morphemes are the variable length character N-gram 

candidates extracted from different fragments 

separated by borders. The length of the character N-

gram candidates is variable because each language 

has its own properties. This strategy brings an 

interesting performance for languages such as Arabic 

in which the words are not explicitly defined and 

different words are not separated by spaces. The 

obtained results are encouraging and variability 

shows that they are perfectible. 
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I.  INTRODUCTION 

 Several research projects are investigating 

and exploring various techniques in Information 

Retrieval (IR) systems for the English, European 

and Asian languages. However, in Arabic language, 

there is little ongoing research in Arabic IR or MIR 

systems including Arabic.  

Arabic language is one of the most widely 

spoken languages. It has a complex morphological 

structure and is considered as one of the most 

prolific languages in terms of linguistic articles. 

Therefore, Arabic IR models need specific 

techniques to deal with its complex morphological 

structure [1]. 

The Core of a MIR system is the indexing 

process and the retrieval model. In this study, we 

will focus on models which use an indexing process 

to store data and to determine how multilingual 

documents (Arabic, French and English) are 

represented.  

When processing a large corpus with a 

statistical tool, the first step typically consists of 

subdividing the text into information units called 

tokens. These tokens usually correspond to words. 

This tokenization process may appear to be quite 

simple, if not to say trivial-tokenization.   

However, from an automated processing 

point of view, the implementation of this process 

constitutes a challenge. Indeed, how to reliably 

recognize words? What are the unambiguous 

formal surface markers that can delineate words, 

i.e. their boundaries? These questions are relatively 

easy to answer for languages such as French or 

English: basically, any string of characters 

delimited by a beginning space and an ending space 

is a simple word. But for many other languages, 

such as Arabic, the answer is much more 

complicated. In Arabic, subject pronouns and 

complements are sometimes attached to the verb. In 

this case, a token like katabtuhu ' كزجزّ ''' corresponds 

in fact to a sentence (here, “I wrote it” or “I‟ve 

written it”) (“je l‟ai écrit” in French). Obviously, 

the simple notion of tokens defined as  character 

strings  separated by spaces is an oversimplification 

that is highly inadequate for many situations and 

languages. 

Considering the above, what then could 

constitute a reasonable atomic unit of information 

for the segmentation of a text, independently of the 

specific language it is written in? 

The proposed approach avoids the use of 

tokenizers, stemmers or other language-dependent 

tools which are complex and may bring noise to 

representation especially for the high 

morphologically complex languages including 

Arabic. The approach is characterized by: 

    • Language -independent. 

    • Easy to apply and does not require Natural 

Language Processing (NLP) tools. 

    • Construction of the feature terms is based on 

the N-grams of characters. 

The rest of the paper is organized as follows: 

Section II introduces existing related work. Section 

III presents the proposed approach to multilingual 

document representation. Experimental results and 

analysis are reported in Section IV. Discussion in 

Section V, and the last section concludes this paper.  

II. RELATED WORK 

Several approaches have been proposed to 

solve the document representation problem: 
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• In [2], a character string delimited with 

trivial separators such as spaces or punctuation 

signs, constitutes a basic sense unit, 

• [3] and [4] proposed an approach based 

on the concept of word: inflected or lemmatized 

form, term, multi-terms.  

• An ontology based approach has been 

used in [5], [6] and [7]. The ontology model 

preserves the domain knowledge of a term present 

in a document. However, automatic ontology 

construction is still a difficult task due to the lack of 

structured knowledge bases. 

• To cope with the morphological 

processing issue, [8] proposed an approach based 

on character-level N-grams with linear classifiers in 

the framework of content-based anti-spam filtering. 

Their results showed that character N-grams are 

more reliable features than word-tokens despite the 

fact that they increase the problem of 

dimensionality. In the following, we present N-

grams based approaches to document 

representation:  

  In [9], the authors proposed an N-gram 

based approach to IR for NLP applications, the 

character N-grams have a constant number of 

characters, defined a priori. This approach is 

applied specifically for Cross Language 

Information Retrieval (CLIR) Systems. However, 

the results of CLIR are exclusively for European 

languages written in the Latin alphabet. 

In [10], the authors describe an entirely 

statistical-based, unsupervised approach to MIR, 

called Latent Morpho-Semantic Analysis (LMSA). 

This approach has an important theoretical 

advantage over LSA: it combines well-known 

techniques in a novel way to break down the terms 

of LSA into units which correspond more closely to 

morphemes. The authors have demonstrated that 

LMSA is a morphologically more sophisticated 

alternative to LSA. 

In [11], the authors propose an hybrid 

representation of documents for text classification 

in optical character recognition of documents. The 

first step consists in Part-of-Speech tag, then the 

application of the principle of border. The next step 

is the representation with character N-grams.  

Hence the document representation is a merger of 

N-grams of different fragments separated by the 

border. 

In [12], the primary goal of the authors is 

to investigate the performance of N-grams within 

the context of Arabic textual retrieval systems. The 

main contribution of this work is its demonstration 

of the effectiveness of the N-gram method 

compared with the keyword matching method. 

They also showed the importance of a good choice 

of  the  N. 

Nevertheless, though using the N-gram method is 

more effective than keyword matching, it is still 

insufficient due to Arabic language specificities 

such as the great number of synonymies, directives, 

... . Therefore, it is preferable to consider adding a 

linguistic level. Two approaches have been 

proposed to solve the MIR problem: document 

based representation approaches and word based 

representation approaches. 

 In [13], the authors proposed a novel bigram 

alphabet approach for features construction and its 

application in text classification. Term frequency of 

bi-gram alphabet was used as a weighting scheme 

to represent document contents. The approach is 

language independent and does not require NLP 

tools. Using Vector Space Model - Sequential 

Minimal Optimization (VSM-SMO) classifier, the 

proposed approach has proved the ability to classify 

collections of Arabic and English text documents 

successfully.  

 In conclusion, we are aware of only few 

methods using language independent indexing 

methods. Moreover works in the field of MIR 

including Arabic language are very few and are not 

yet mature and the problem of MIR including 

Arabic language is still open. By considering 

several issues discussed in the previous and this 

section, we propose an approach in order to 

improve document representation in MIR. 

III. A PIVOT LANGUAGE BASED APPROACH 

TO MULTILINGUAL DOCUMENT 

REPRESENTATION 

 We propose to cross the language barrier and 

complex morphological structure of the Arabic 

language using a concept based pivot language. 

This language is used to represent the document 

and the query. The problem then is the definition of 

a pivot language for MIR and, conversion and 

reconversion from natural language to this 

representation language.  

A.  Concept types 

 In concept classification, the objects 

considered as similar are grouped in a same group. 

Among the unsupervised approaches, LSA is an 

automatic statistical method for IR that re-describes 

the textual data in a new smaller semantic space. 

The fundamental aim of an LSA model is to 

achieve a conceptual representation of documents. 

The LSA technique may be seen as the introduction 

of an indexing language which is constituted of  

concept types by changing the expression space of 

index vectors on new dimensions concretizing the 

language: the document and the query are 

represented in a common space independent from a 

language. This approach is based on the vector 

model. The whole problem lies in defining the 

vector space. 

 

B. Vector space 
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 The vector formalization of a document, 

which reduces it to an unordered list of index terms, 

sufficient to reveal resemblances, semantic 

proximities between documents (documents/ 

queries) in a corpus. The problem posed is to find, 

regardless of the language or script, the descriptors 

or basic units of information that are identifiable 

and extractable well, as most relevant to a 

document collection written in a given language. 

[14] suggest that this unit should be defined 

according to the goal we set ourselves when reading 

or processing a text. More precisely, from a 

numerical classification based knowledge 

extraction viewpoint, the definition of the basic unit 

of information to be considered depends on the 

following: 

• The unit of information must be a portion 

of the input text submitted to the numerical analysis 

processor;  

• From an automated processing point of 

view, it should be easy to recognize these units 

of information; 

• The definition of the unit of information 

should be independent of the specific language the 

text is written in; 

• The units of information must be 

statistically meaningful when evaluated or 

compared between themselves. It should be easy to 

compute their frequencies in various parts of the 

input text, as well as to estimate their distribution 

and the regularity with which some units co-occur 

in certain portions (segments) of the text. 

Although, it makes tokenization (where words are 

considered as tokens) relatively easy in English or 

French, it is much more difficult for other 

languages such as Arabic. Moreover, stemming or 

lemmatisation, typically used to normalize and 

reduce the size of the lexicon, constitutes another 

challenge. The notion of N-grams which, for the 

last ten years, seems to have produced good results 

both in language identification and speech analysis, 

has recently become a privileged research axis in 

several areas of knowledge acquisition and 

information extraction. 

The concept of N-grams was first discussed in 1951 

by Shannon [15]. Since then, the concept of N-

grams has been used in many areas, such as 

spelling-related applications, string searching, 

prediction and speech recognition. 

A character N-gram is a character sequence of 

length N extracted from a document. To generate 

the N-gram vector for a document, a window of N 

characters in length is moved through the text, 

sliding forward one character at a time. At each 

position of the window, the sequence of characters 

in it is recorded. For example, the first 5-grams in “ 

character sequences...” are: “ char”, “chara”, 

“harac” and “aract”. In some schemes, the window 

may be slided more than one character after each N-

gram is recorded. 

In the following we explain the advantages of 

character  N-grams encoding: 

First, the system can be garble tolerant by 

using character N-grams as  basic terms. If a 

document is scanned using Optical Character 

Recognition (OCR), there may be some misread 

characters. For example, suppose “character” is 

scanned as “claracter”. The word-based system will 

not be able to match this word because it is 

misspelled, but a character N-gram based system 

will still match the other character N-grams such as 

“aract”, “racte”… and take their frequency into 

account.  

Second, by using character N-grams, the 

system can achieve language independence. In a 

word-based IR system, there is language 

dependency. For example, in some Asian 

languages, different words are not separated by 

spaces, so a sentence is composed of many 

consecutive characters. Grammar knowledge is 

needed to separate those characters into words, 

which is a very difficult task to perform. Using 

character N-grams, the system does not need to 

separate characters into words. 

 Additionally, character N-gram based systems 

do not use stop words. This is because the number 

of unique character N-grams in a document is very 

big and distribution is very wide. There is few 

character N-grams that have high frequency. From 

Ekmekcioglu‟s research [16], stop words and 

stemming are superior for word-based system but 

not significant for a character N-gram based 

system.  

C. Creation of the semantic space as a pivot 

language 

 

 
 Figure 1 Architecture of proposed approach  
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To create the semantic space, we proceed 

in two phases: 

• Corpus building: the constitution of our 

multilingual corpus (Arabic, French and English).  

• The second phase comprises the 

following steps:  

1. Preprocessing step and process of 

feature extraction: These steps are detailed in the 

following: 

 Segmentation: it consists in determining 

the relative positions of each text stream and the 

paragraph breaks including the end of the sentences 

which should be kept. Nevertheless, some 

difficulties may occur in this step namely the 

removal of any sequences of successive dots or 

ellipsis and special characters which sometimes 

indicate the end of the sentence and then need a 

particular processing. 

At the end of this step, we generate a list of 

segments. Each segment is marked by a starting 

offset (the beginning of the segment) and an ending 

one (the end of the segment). These offsets allow 

referencing any extracted segment. 

 Stop word Removal: we removed stop 

words for French, English and Arabic, using 

predefined stop word lists. For French, this list 

contains mainly articles, pronouns, etc.  

Arabic is a morphologically rich language 

with a large set of morphological features such as 

person, number, gender, voice, aspect, case, and 

state. Arabic features are realized using both 

concatenative (affixes and stems) and templatic 

(root and patterns) morphology with a variety of 

morphological, phonological and spelling 

adjustments. In addition, Arabic has a set of very 

common clitics that are written attached to the 

word, e.g., the conjunction ٔ+ w+ „and‟, the 

preposition + ة b+2 „with/in‟, the definite article + 

 Al+ „the‟ and a range of pronominal clitics that ال

can attach to nouns (as possessives) or verbs and 

prepositions (as objects). 

Therefore, Arabic is an agglutinative 

language. Articles, prepositions and pronouns stick 

to adjectives, nouns, verbs and particles to which 

they relate, which generates ambiguity in 

morphological analysis of words. All these empty 

words of Arabic can be concatenated together. For 

example,  for ''رهك'' we can derive „ف+ة+رهك  = ‟فجزهك 

et.رهك = ٔرهك+ٔ   

 

 N-grams of characters: We conducted a 

search of N-grams regardless of their size. This 

choice is justified by the fact that it frees from the 

notion of word, so from any morpho-syntactic 

analysis. To introduce our approach, we consider 

the sentence: “ le bijoux plaqué or a du charme (the 

goldplated  jewellery has charm)”. 

The selection and removal of stop words 

returns the following result: “bijoux plaqué or a 

charme”.  

The application of N-grams of characters 

process gives two possibilities of representation: 

 

• The first representation is based on a bag 

of selected words. The application of N-grams with 

N = 5 gives the following result: « _bijo, bijou, 

ijoux, joux_, oux_p, ux_pl, x_pla, _plaq, plaqu, 

laqué, aqué_, qué_o, ué_or, é_or_, _or_a, or_a_, 

r_a_c, _a_ch, a_cha, _char, charm, harme, arme ». 

This application is flawed because it adds noise and 

unnecessary N-grams. For example: “a_cha”' is a 

Ngrams which represents noise (N-grams from the 

fragment "a du charme (has charm)" where the 

word "du" was deleted). Indeed, the elimination of 

the stop words of the initial sentence returns 

irrelevant results. 

 

• A second representation is based on the 

N-grams of characters for each extracted word 

separately. As result, we have: " _bijo, bijou, ijoux, 

joux_, _plaq, plaqu, laqué, aqué_, _char, charm, 

harme, arme_". This representation corrects the 

defects caused by the previous method but provides 

fewer data (in particular with short words). For 

example, by using the character N-grams with N≥5, 

the noun "or" cannot be identified. This deletion 

causes a loss of information. 

 

 Principle of border: The two 

representations mentioned above have major 

defects with the introduction of noise (first method) 

and silence (second method). Thus, we have 

introduced a principle of border. In our study, the 

words giving less information (i.e. stop words list) 

are replaced by a border. This method corrects the 

noise added during the first proposed treatment. it 

takes into account groups of words (e.g. "plaqué 

or"). The result according to the principle of border 

is shown below: " X bijoux plaqué or a X charme", 

"X" represents the border. 

Then we can extract the  character 5-grams 

in the two fragments of the text (i.e. " bijoux plaqué 

or a " and " charme "): " _bijo, bijou, ijoux, joux_, 

oux_p, ux_pl, x_pla, _plaq, plaqu, laqué, aqué_, 

qué_o, ué_or, é_or_, _or_a, or_a_, _char, charm, 

harme, arme_ ".  

The proposed algorithm is organized as 

follows: 

Inputs: The set of trilingual documents forming the 

corpus. 

Outputs: Matrix. 

For all documents do: 

      - Segmentation and removal of stop words. 

      - Application of the principle of border. 

      - Representation of words extracted with the   

character N-grams of variable length. 

     - Assigning weights based on statistical measure 

(entropy). 

End. 
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After applying these different stages we 

obtain a representation for each document. 

The length N of N-grams is not fixed since every 

language has its own properties. 

As in [10], we propose a character selection method 

of non-fixed length based on repeated N-grams that 

are already filtered by the principle of border.  

After extractin all candidate tokens for each final 

N-gram, we filter these candidates to select a single 

candidate which best represents the final N-gram 

and maximizes Mutual Information (MI).  

MImax(N-gram)=maxi=1
n
{MI(Si} 

Si (i = 1, …, n) denotes the set of all N-grams of 

length i. 

  2. Take the documents of the three 

languages, concatenated to create a set of virtual 

documents. The virtual document is the 

concatenation of a source document + its 

translations in two target languages). 

3. Analysis phase: the virtual document is 

considered as one document regardless of the 

language. The set of documents is analyzed by LSA 

algorithm. The terms of the term-document matrix 

are the morphemes results of the preprocessing step 

from the corpus. LSA examines the similarity of the 

contexts in which terms appear, and creates a 

reduced-dimension feature-space representation 

where terms that occur in similar contexts are near 

each other.  

4. The result is a reduced semantic space 

that will serve as a pivot language where related 

terms are grouped in the same concept: concepts 

constitute the pivot language.  

 

              5. Represent the documents in each 

language around the space terms. 

IV. EXPERIMENTAL EVALUATION 

To test our approach, we have developed a software 

that index our corpus using an character Ngram 

with N = 3, 4 and 5 characters, and presented the 

top results. 

A.   Building and results of the Quranic Corpus 

The texts are extracted from websites 

http://www.lexilogos.com/coran.htm;   

http://www.alargam.com/quran2/quran3/index.htm. 

Since the Quran comprises 114 Surats, the corpus 

consists of 114 documents in each language (ie 342 

documents) and 100 types of queries (verses), 

whose relevance is evaluated manually through web 

search. We will work on the corpus in a raw format. 

 Example 
" الله لا إنّ إلا ْٕ انحٙ انقٕٛو لا رأخرِ سُخ ٔ لا َٕو نّ يب فٙ انسًٕاد ٔ يب فٙ 

الأزض يٍ ذا انر٘ ٚشفغ ػُدِ إلا ثئذَّ ٚؼهى يب ثٍٛ أٚدٚٓى ٔ يب خهفٓى ٔ لا ٚحٛطٌٕ 

ثشٙء يٍ ػهًّ إلاثًب شبء ٔسغ كسسّٛ انسًٕاد ٔ الأزض ٔ لا ٚؤٔدِ حفظًٓب ٔ ْٕ 

 انؼهٙ انؼظٛى"  انجقسح 555

Figure 2 Query verse of al-Kursi number 255, Surah the cow 

(Al-Baqarah) 

The top 20 closest documents to this query 

are given in the following figure: 

 
document title 

2سورة البقرة رقن  .1  

 الله لا إنّ إلا ْٕ انحٙ انقٕٛو لا رأخرِ سُخ ٔ لا َٕو نّ يب فٙ انسًٕاد ٔ يب فٙ 

الأزض يٍ ذا انر٘ ٚشفغ ػُدِ إلا ثئذَّ ٚؼهى يب ثٍٛ أٚدٚٓى ٔ يب خهفٓى ٔ لا ٚحٛطٌٕ 

ثشٙء يٍ ػهًّ إلاثًب شبء ٔسغ كسسّٛ انسًٕاد ٔ الأزض ٔ لا ٚؤٔدِ حفظًٓب ٔ ْٕ 

 " (555)انؼهٙ انؼظٛى 

 2. سورة آل عوراى رقن 3

(  5( الله لا انّ الا ْٕ انحٙ انقٕٛو )  1انى )      

44. سورة غافر رقن 3  

ةِ شَدِٚدِ انْؼِقبَةِ ذِ٘   ْٕ قبَثمِِ انزه َٔ َْتِ  ِ انْؼَزِٚزِ انْؼَهِٛىِ * غَبفسِِ انره ٍَ اللهه حى * رَُزِٚمُ انْكِزبَةِ يِ

صِٛسُ ]غبفس: ًَ ِّ انْ َٕ إنَِْٛ لِ لا إنََِّ إلِاه ُْ ْٕ [ 3-1انطه  

24. سورة طه رقن 4  

111) .  ٔ ػُذ انٕجِٕ نهحٙ انقٕٛو ٔ قد خبة يٍ حًم ظهًب 4  ) 

69. سورة الحاقت رقن 5   

ػَبدٌ ثبِنْقبَزِػَخِ ( َٔ ًُٕدُ  ثذَْ ثَ )4كَره  

42. سورة الشورى رقن 6  
ٍْ كِزبَ  ُ يِ ب أََزَْلَ اللهه ًَ قمُْ آيََُذُْ ثِ َٔ اءَْىُْ  َٕ لَا رزَهجغِْ أَْْ َٔ ب أيُِسْدَ  ًَ اسْزقَىِْ كَ َٔ ةٍ فهَرَِنكَِ فبَدْعُ 

أيُِسْدُ لِأػَْدِلَ  َٔ ُ ثَُْٛكَُىُ اللهه َٔ خَ ثََُُْٛبَ  بنكُُىْ لَا حُجه ًَ نكَُىْ أػَْ َٔ بنُُبَ  ًَ زَثُّكُىْ نَُبَ أػَْ َٔ بَ  ُ زَثُُّ ثَُْٛكَُىُ اللهه

صِٛسُ ) ًَ ِّ انْ إنَِْٛ َٔ غُ ثََُُْٛبَ  ًَ 15ٚجَْ  

ُّٙ انْؼَظِٛىُ ) َٕ انْؼَهِ ُْ َٔ يَب فِٙ الْأزَْضِ  َٔ ادِ  َٔ ب ًَ 4نَُّ يَب فِٙ انسه )[ 

56.سورة الواقعت رقن 7  

79. سورة النازعاث رقن 8  

( ٔ اغطش نٛهٓب ٔ اخسج 58( زفغ سًكٓب فسٕٚٓب )57ءاَزى اشد خهقب او انسًبء ثُٛٓب )

33( ٔ الأزض ثؼد ذنك دحٛٓب )59ضحٛٓب )  ) 

31. سورة  لقواى رقن 9  

دُّ    ًُ َ انْجحَْسُ ٚ َٔ ب فِٙ الْأزَْضِ يٍِ شَجَسَحٍ أقَلََْوٌ  ًَ ًَبدُ ْٔ أََه ب َفَدَِدْ كَهِ ِِ سَجْؼَخُ أثَحُْسٍ يه ُِ يٍِ ثؼَْدِ

َ ػَزِٚزٌ حَكِٛى ) هٌ اللهه ِ إِ 57اللهه  

ٍَ  - رهِكَْ آٚبَدُ انْكِزبَةِ انحَْكِٛىِ  -انى  حْسُِِٛ ًُ خً نهِْ ًَ زَحْ َٔ لََحَ  - ْدًُٖ  ٌَ انصه ٕ ًُ ٍَ ٚقُِٛ انهرِٚ

خِسَحِ  ْٜ ْىُْ ثبِ َٔ كَبحَ  ٌَ انزه ٚؤُْرُٕ ْىُْ ُٕٚقٌَُُِٕٔ  

67زقى  . سورة الولك14  

97زقى  . سورة القدر11  

64زقى  . سورة التغبي12  

46زقى  . سورة الاحقاف 13  

53زقى  . سورة الوؤهنوى14  

34 . سورة الروم رقن15  
ٌَ ) سٕزح انسٔو فٙ  ٍَ رصُْجحُِٕ حِٛ َٔ  ٌَ سُٕ ًْ ٍَ رُ ِ حِٛ ٌَ اللهه دُ فِٙ 17)فسَُجحَْب ًْ نَُّ انحَْ َٔ  )

( ٌَ ِٓسُٔ ٍَ رظُْ حِٛ َٔ ػَشِٛبًّ  َٔ الْأزَْضِ  َٔ ادِ  َٔ ب ًَ   ((18انسه

11. سورة هود رقن 16  

 ٌَ كَب َٔ الْأزَْضَ فِٙ سِزهخِ أَٚهبوٍ  َٔ ادِ  َٔ ب ًَ َٕ انهرِ٘ خَهقََ انسه ُْ كُىْ أَُّٚكُىْ  َٔ َٕ ُ بءِ نِٛجَهْ ًَ ػَسْشُُّ ػَهَٗ انْ

ٌْ ْرََا إلِاه  ٍَ كَفسَُٔا إِ هٍ انهرِٚ دِ نَٛقَُٕنَ ْٕ ًَ ٍْ ثؼَْدِ انْ ٌَ يِ ٍْ قهُْذَ إَِهكُىْ يَجْؼُٕثُٕ نئَِ َٔ لًَ  ًَ ٍُ ػَ  أحَْسَ

( ٌٍ 7سِحْسٌ يُجِٛ  

  19. سٕزح يسٚى زقى 56

Figure 3  20 closest documents 

 

A surat in the quran may be related to 

other surats. Our experimentation shows that the 

top results are those surats directly related to the 

query surat.  The same principle is applied to 

retrieve documents to a query in French and 

English documents. The results obtained are 

encouraging and variability shows that they are 

perfectible. Most queries are processed verses and 

deal with a specific topic. 

 

B. Collection of the Institute of 

Scientific Information (CISI) 

We needed to work on another corpus 

CISI, because we need to compare the results in 

terms of relevant documents for a given query. CISI 

account 1460 documents and 112 queries. After 

indexing, the corpus account 38821 terms to 38821 

for 1460 documents. The CISI corpus has numerous 

queries that have no or few really deemed relevant 

documents. For this reason, we limited our study to 
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all queries having at least 10 relevant documents 

i.e. 67 requests. 

 

1) Evaluation criteria: We have chosen to 

compare our measure to the cosine measure and the 

SimRank measure [17]. The approach presented in 

[17] consists in comparing document and request 

on the basis of their relation system. This approach 

exploits the information conveyed by the relations 

between terms and documents, those between terms 

and those between documents. 

In order to evaluate our model, we have 

used the Mean Average Precision (MAP) measure, 

which is a widely accepted measure in the 

evaluation of the performance of IR systems. The 

average precision provides a global view of the 

performance of an IR model through a set of 

queries. However, the average set of queries can 

hide many details. It is not so easy to determine 

what leads to increase or decrease the average 

precision. To obtain a better explanation and 

understanding of the difference between the 

different models, we carried out a query-by-query 

analysis. In order to verify the significance of the 

results obtained, we carried out a test on the query 

number 62 for which our method majors the 

methods SimRank and cosine. 

To evaluate this query, we computed exact 

precision measures p@5, p@10, p@30, p@100 and 

p@200 representing respectively, the precision 

values at the top 5, 10, 30, 100 and 200 documents 

returned and R-precision. R-precision: R-precision 

is defined as precision at cut-off R, where R is the 

number of relevant documents for the query.  

 

COS SimRank  Our method 

p@5 0 0,08 0,25 

p@10 0 0,16 0,5 

p@30 0 0,25 0,58 

p@100 0,33 0,41 0,66 

p@200 0,41 0,58 0,75 

R-Prec 0 0,25 0,5 

TABLE 1 

Improvement in average precision at top n documents returned 

and R-precision 
The following graphic allows to visualize 

the position of relevant documents retrieved and 

thus the evolution of this position from one method 

to another. 

 
 

Figure 4 Comparison of three methods of the ranks of relevant 

documents to the query number 62. 

 

On studying the top relevant documents' of 

the list: the documents number 1103 and 54, are 

retrieved in 579th and 31st position by the cosine 

method, 110th and 12th position by the SimRank 

method progressing a few ranks through our 

method (92nd and 3rd). 

Similarly, the following two relevant 

documents number 319 and 443 are retrieved 

themselves in 90th and 82nd position and are 

retrieved improved by SimRank which classifies 

them into 43rd and the first position and such 

documents are retrieved topping the list by applying 

our method (8th and 6th position). This is due to the 

fact that these documents have a strong direct 

relationship with the query and an inter significant 

resemblance increasing their similarity to the query. 

The following two relevant documents, 447, and 

445, respectively positioned in 800th, 247th by the 

cosine method, are around 620th and 350th position 

by the SimRank and respectively in the 675th and 

255th by our method, this indicates an indirect 

resemblance to documents not resembling the 

query, hence the lightweight distance from the 

topping list. The most outstanding gain is obtained 

by the documents number 430, 81.464, 455 and 745 

positioned in191st, 950th, 400th, 768th and 700th 

by the cosine who find themselves powered the 

350th, 1050th, 350th, 103rd and 550th by SimRank 

and 7th, 160TH, 18th, 5th and 1st by our method. 

We suppose this is due to low cosine of these 

documents with the query and an indirect strong 

relationship with it. 

On 12 relevant documents, 1 document 

regresses, 2 documents practically keep the same 

position and 9 documents are progressing in rank 

relative to SimRank method. However, only one 

document regresses, 1 document practically keeps 

the same position and 10 documents are 

progressing in rank relative to the cosine method.  
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The documents with a high cosine progresses 

slightly with SimRank, indeed SimRank measure 

indicates both direct and indirect resemblance.  

 

(Concerning documents with very strong 

progression (430, 81.464, 455et 745, 1103, 443, 

319), we are pleasantly surprised to see that indirect 

resemblances can  significantly improve documents 

rank.  
 

• Average Precision of n documents returned: The 

evolution of the average Precision of n returned 

documents (0 <n <200) for Simrank is 0.15 around 

0.025 for the Cosine and 0.4108 for our method. 

Our method interestingly maximizes both the 

SimRank and cosine measures.  
 

 
 
Figure 5 Comparison Cosine / Simrank / our method in terms of 

the average precision n per query.  
 

For the majority of queries, our method 

maximizes the cosine and SimRank.  

This graph shows 22 requests (of 67 treated) for 

which our method maximizes the cosine and 

SimRank. This confirms that our proposed 

approach appears to have a positive effect in the 

majority of cases. 

 

COS SimRank  Our method 

MAP 0,064 0,075 0,2360952 

Table 2 Mean Average Precision computed over all topics 

 

• The 11-point precision-recall curve: The 11-point 

precision-recall curve is a graph plotting the 

interpolated precision of an IR system at 11 

standard recall levels, that is, {0.0,0.1,0.2,...,1.0}. 

The method for interpolation is detailed below. The 

graph is widely used to evaluate IR systems that 

return ranked documents, which are common in 

modern search systems. the interpolated precision 

Pinterp at a certain recall level r is defined as the 

highest precision found for any recall level r'   r:  

 

 

 
Figure 6 11-point precision-recall curve for Cosine, SimRank, 

Okapi and our method on Cisi 

 

Figure 6 show that the three measures 

(Cosine, SimRank, Okapi) obtains similar results. 

Our method obtains the best scores when the recall 

is less than 20%. The SimRank achieve the best 

results when the return rate is between 20% and 

30%. The results obtained by the three measures 

become almost identical when the number of 

documents returned increases. 

Indeed, in our method, when the precision 

increases, the recall decreases and vice versa. This 

curve demonstrates that it is be possible to obtain 

high precision at the cost of low recall or a high 

recall of low precision prices. The advantage of this 

interpolation is that it permits to know the precision 

to standardized values.  

V. DISCUSSION 

The results obtained with the Quran corpus 

and test collection (CISI) are encouraging and 

variability shows that they are perfectible. The good 

performance demonstrates the merits of document 

Vector in capturing the semantics of documents and 

descriptors. Unlike [14], we don't use grammatical 

labels,  we use an independent language surface 

analysis. 

 In contrast to [9][10], we use a variable length 

character N-gram extraction from the relevant word 

groups located between the borders as this strategy 

brings an interesting performance for languages 

(such as Arabic and Chinese) in which the words 

are not explicitly defined and different words are 

not separated by spaces, so a sentence is composed 

of many consecutive characters 

VI. CONCLUSION AND FUTURE WORK 

 We have presented in this paper an approach 

for multilingual document representation which 

combines surface analysis and an LSA statistical 

algorithm for the detection of concepts in order to 
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create a semantic space that will serve as a pivot 

language for MIR. We have proposed a process of 

feature extraction founded on the variable length N-

gram extraction from the relevant word groups 

located between the borders. This strategy brings an 

interesting performance for languages such as 

Arabic in which the words are not explicitly defined 

and different words are not separated by spaces. 

 The work described here opens up a number of 

new directions for future research. A first direction 

is to use the constructed pivot language for retrieval 

systems or machine translation to or from Arabic, 

French and English. The next step is to use our 

indexing process in a retrieval system to compare 

the speed and quality of results with other retrieval 

systems.  
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