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Abstract

For training, current deep learning real denoising algorithms need a lot of noisy, clean image

pairings. Nevertheless, it is an extremely expensive and time-consuming process to capture a true

noisy-clean dataset. To address this issue we looks towards creating realistic noisy visuals. We
propose a generative adversarial network (GAN) based noise generation model which utilizes a

pre-trained image denoiser to construct the fake and real noisy images into a nearly noise-free

solution space. Utilizing this denoiser we have developed a network to generate realistic looking

noisy images.

1. Introduction

Image denoising is a significant yet difficult issue in

low-level vision. It attempts to transform the noisy

counterpart into a clean image. Image denoising has

made major advancements with the rise of deep

learning. The performance of deep convolutional neural

network (CNN) proposed in the papers [1-4], which

uses a strong learning model to remove noise, is

impressive. The aforementioned deep CNN based

denoisers depend on a vast dataset of noisy-clean pairs.

However, gathering even small datasets requires a lot

of time and effort. The procedure of acquiring

real-world noisy-clean pairs is to average hundreds of

noisy images captured of the same scene. Researchers

attempt to synthesize noisy data in order to obtain

more image pairings. Because it is easy to produce a

pair of noisy and noise-free pictures by adding artificial

noise to noise-free images, the bulk of prior

learning-based solutions focus on the classic Gaussian

denoising issue and give careful consideration to the

architecture design of networks, particularly CNNs. As

an alternative, few research [5, 6] have gathered

well-aligned noisy and clean image pairings, to allow

the denoisers to learn in a supervised manner.

Although such a method is effective in reducing

real-world noise, achieving large-scale pairings is still

challenging because of a number of practical issues.

When no corresponding clean photos are provided to

the target noisy images, no generation-based approach

that accurately mimics real-world noise has been

presented. In this, paper we utilize generative

adversarial network with a pre-trained denoiser in order

to generate noisy images which matches the noise

distribution of real world noisy images.

2. Related Works

GAN was firstly proposed by Ian Goodfellow et al.

[7], later it has been successfully used for image

synthesis and translation [8, 9]. GAN has also been

used to image restoration, style transfer, deraining,

dehazing and super resolution. The use of data-driven

deep learning techniques has substantially enhanced the

effectiveness of image enhancement. Although GAN is

often used for low-level vision applications, the realistic

noise generation problem has received very little

attention. The SIDD dataset [5] uses five different

smartphone cameras to collect noisy photos in a range
of lighting situations. Denoising models with different

attention modules are able to eliminate certain

complicated real noise from these datasets, however, it

is challenging to build a large real-world dataset for a

particular purpose. GAN establishes a min-max game

between generator and discriminator. Generating

convincing samples that deceive the discriminator is the

generator's main objective in order to separate

generated samples from the real world data. CycleGAN
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[10], an universal GAN based unpaired image translator,

was the first and most well-known example. It

translates images from two distinct domains. To

overcome the problems mention above we propose a

method which is an extension of CycleGAN where we

have utilized a single generator, discriminator and a

pre-trained denoiser to generate realistic noisy images

in order to help the denoisers learn better about the

complex distribution of real world noise.

Figure 1. Overall architecture of the proposed noise

generator network

3. Proposed Method

Figure 1 show the architecture of the GAN network

that generates noisy images when a clean image is

passed though it. Once the generator generates a noisy

image, it is passed to the discriminator as well as the

pre-trained RIDnet denoiser [11], the denoiser denoises

the generated noisy image and the ground truth noisy

image then we calculate the  loss between the two,

the generator learns from the  loss, discriminator’s

loss and the perceptual quality loss between the

generated and the ground truth image which is

calculated using VGG-19 network. Following the vanilla

GAN we define a discriminator  that is optimized in

an oscillating manner with  for the adversarial

mix-max problem to be solved. The losses utilized to

train the network are expressed in (1).

minmax
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log 

    (1)

The overall loss of the generator is given as (2), (3)

and (4)
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  log            (4)
where   is the perceptual quality loss between the

ground truth denoised image and the generated noisy

denoised image,   is the generators loss based on the
output of the discriminator. We add up all these three

losses to the generator while backpropagating the

weights.

3.1 Generator Architecture

To generate realisitc noisy image dataset, we have

used the generator architecture of recurrent residual

U-Net [12], this design has a number of benefits for

activities involving image synthesis. A residual unit

first aids deep architecture training. Second, superior

feature representation is ensured by feature

accumulation using recurrent residual convolutional

layers. Third, it enables us to create a more effective

U-Net architecture with the same amount of network

parameters. The generator consists of with

convolutional encoder and decoder part. ReLU activation

occurs in both sections of the network once the

fundamental convolution processes are completed. To

perform down sampling in the encoding unit, 2×2

max-pooling operations are done. The convolution

transpose (representing up-convolution, or

de-convolution) operations are carried out during the

decoding phase to up-sample the feature maps. The

Recurrent Convolutional Layers (RCL) operations are

carried out in accordance with the discrete time steps

specified by the RCNN. The recurrent convolutional

operation in this case denoted by    consists of a

single convolution layer followed by two more recurrent

convolution layers. Concatenation has been used in this

implementation to combine the feature maps from the

encoding unit and decoding unit for the R2U-Net
model.

Figure 2. Images generated by the proposed noise

generator network

Figure 2 shows the noisy images generated by our
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proposed model, these noisy images are similar to the

ground truth images from SIDD dataset. The leftmost

images shows the clean image which is used as an

input to the trained model, the center images are the

ground truth images from SIDD dataset and the

leftmost images are the ones generated from our

proposed noisy image generator.
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