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Abstract— The objective of parsing is to 
transform a natural language sentence it in to a 
standard order. and in a same way a sentence is 
tokenized with an appropriate format. There are 
certain English grammar evaluation rules and the 
parsing approach which is to be followed for the 
proper formation of a particular sentence 
syntactically and semantically using the parsing 
approach. A sentence in English language is the 
main element in the semantic parser, which creates 
a parse tree with the help of applying semantic 
dating technique to a number of phrases. A parser 
divides a token into smaller components by 
applying sets of guidelines that characterize and a 
series of the tokens to determine its structure of the 
language, which specified by grammar. The 
illustration provides easy records on grammatical 
connections, which can simply know and put into 
practice with those who have no prior knowledge 
of the language, such as those who need to obtain 
textual family members. The semantic family 
members represent the relationships of a number 
of the words in the sentence. We advocate utilizing 
our parser to acquire the tagged sets as well as a 
context-free layout grammatical representation 
for the source form. All pronouns, adverbs, 
singular, plural, nouns, verbs, people, adjectives, 
tenses and other words are kept in a database. 

Keywords— Artificial Intelligence, Bottom-up 
Parser, Context-Free-Grammar, English Grammar, 
Python, Parse Table, Semantic Parser, Top-down 
Parser. 

 

I. INTRODUCTION 
Natural Language Processing is subject of pc 

technological know-how, linguistics and AI, involved 
with the interaction between human and computer. It's 

far from  ambition of test and alertness that analyses 
how computer systems may be used to manage speech 
or natural language text. Although, that enables us to 
interpret this phrase verbally or actually in gadget 
media is important, which plays as an interpreter and 
compiler of a device. Semantic parser is the name for 
this intermediary between humans and machines. It is 
a procedure that depicts the natural language to a 
identified format while keeping the unique meaning. 
The parser performs semantic reading on the textual 
material in order to do such semantic operations.  

The analysis is carried out using a large database 
and a set of elements that specify the sentence 
construction of the phrase as well as the right 
interpretation of the sentence. Normally, a 
semantically parser is concerned with the grammar 
rules and word family members of a phrase. Moreover, 
it determines the duties of the phrases in the text 
Sentence using knowledge assets and grammatical 
regulations. Many compositions have already been 
completed for the English language, [1] and many of 
them confirmed astounding obligations. almost 1.35 
billion people inside the international community 
speak this language. Almost 1.35 billion people inside 
the international community speak this language. As a 
result, a method such as semantically parsing of 
English sentences, which might be implemented to 
meaningfully maps the English language sentence, 
may be extremely valuable. 

In addition to determining the grammatical 
structure, an English semantic parser may also identify 
the meaning of the phrase. We'll need an English 
semantic parser to begin understanding the English 
language's semantics. In a global commercial 
enterprise, government and science related subjects 
and amusement, all web sites are relaxed in the English 
language. Moreover, the effect of English computing 
isn't always restricted to socio-economic destiny. It 
will also discuss English language unity in the global 
context. The researcher's ultimate goal is to improve a 
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computer translation device for the English , which  
still in its early phases of development and has 
limitations. In this paper, we give an English Semantic 
parser which includes a reading method for language 
sentences to enter each  semantically and syntactically. 
A set of recognized semantic criteria is used to ensure 
the phrase's sentence rules as well as semantic 
meaning. 

The method is broken down into 3 steps: first is to, 
find out what the terms in the statement signify, then 
validate  grammatical form of  sentence using the set 
of grammatical rules, and the last is , justify  
significant linkages between  phrases to confirm the a 
relevant phrase. The major purpose of the English  
parser is to develop a method for analysing, 
understanding, and creating human languages in order 
for, in  end It'll be able to speak with the computers as 
if it were talking to someone else. Because textual 
material may store knowledge at a variety of 
granularities, ranging from low-level token–based 
representation to complex higher–level logical 
representation across the document collections, this 
study aims to paint at the appropriate level of analysis 
for  applications in question. These investigations 
work by implementing an unique new way for parsing 
English sentences. 

II. LITERATURE REVIEW 
The authors of paper [1] have proposed a Bangla 

grammar parser, they have gone through various steps 
to achieve this functionality. First step they followed 
was to store the words in the xml format which is 
nowadays widely used. In the extensible language 
format, they did design a dictionary kind of structure 
to store its English meaning inside the Bangla tag 
angular brackets. Second step which they followed 
was to develop a predefined set of words for Bangla 
they did keep a particular syntax for some specified 
kinds of differentiating features to follow a defined 
representation of the meaningful sentence obtained by 
composing single or multiple phrases. In the third step 
they started identifying the actual elements for getting 
meaningful context using context free grammar they 
defined some development rules for the same and also 
used the method of left factoring. The final step was 
designing a parser by defining two important functions 
which determined how the sentences would enter and 
helped making grammar table for respective 
sentences.    
 Author in the paper [2] have discussed about 
visualizing derivations in grammar, author has 
proposed a system for the same by using programming 
languages like python, stream lit which is a popular 
framework. They are accepting development rule in 
string format from the user which are further saved 
into a text file using some basic python operations. 
Further the user can again input some string and the 
system will check if the entered phrase is a part of the 

development rule which was previously accepted and 
saved in text file, if there is an error in this process user 
will be prompted to enter string input again and the 
same process would be followed till the entered input 
is not a part of the development rule. 

In the system proposed in paper [3] they have 
suggested an online system for parsing sentences in 
Bangla language. They have broadly divided their 
work into three subparts the input part, the 
preprocessing part and finally parsing part. In input 
part they do accept a string data type from user in 
Bangla language which is further passed to 
preprocessing part in which the predefined module 
tokenizes the phrases properly and passes this module 
further to the parsing part in which they have already 
defined some standard algorithms which are applied 
on the tokenized part to extract grammatical meaning 
from those particular words from the dictionary. In the 
further steps they do rebuild the phrases in several 
ways and sent it to algorithm to verify the outputs 
reputedly.  

The suggested system in paper [4] is to build a tree 
structure for CFG to make user friendly language 
interfaces for users so that they can relate to the 
platform more efficiently. They have discussed how 
the structure how the structure of CFG tree is a 
combination of tuple data structure of four elements 
namely NTPS where N and T stand for nonterminal 
and terminal symbols respectively, P stands for union 
of production regulations and S determines the starting 
symbol. They have used Hungarian as a test language 
for their proposed system which is comprised of very 
complex understanding of grammar. They have also 
used the database commands as a training set to their 
system to generate graphs based on it. This method 
proved to be an expert method to determine and study 
some of the internal structures of Hungarian grammar. 
 

III. ENGLISH SEMANTIC PARSING 
 Parsing by Semantic is a method of tokenizing and 
assigning a proper structure to a sentence based on its 
meaning. The English grammar analytical rules and 
the interpretation technique are used to analyse the 
English semantic and syntactic organization of an user 
inputted phrase from the user standard input.  
Our semantic parsing tool takes an English sentence as 
user input and generates an interpreted parse tree by 
implementing logical relatedness between the words. 
This parsing tool divides a token into individual 
components by applying a list of norms that 
characterise its organization and a token sequence to 
determine its correct grammar, which is specified by 
native grammatical rules. People with no particular 
language skills, who want to obtain textual 
relationships can readily understand and use 
representations because it provides straightforward 



information about semantic correlations. Semantic 
relationships are used to indicate the relationships 
between the words and sentences. For the relevant, we 
presented our own parsing tool for extracting the 
tagged collections and context-free formatted 
grammatical representation. 
 

 
Fig. 1. Flowchart 

 

 A database stores pronoun from a sentence, 
singular-words, adverb , noun, plural from words , 
people, verbs, tense of the sentence, adjectives, and so 
on. Three phases make up the English Semantic Parser 
framework. The system tool takes an English sentence 
as input. The sentence is tokenized by the pre-
processing program. Afterwards, using a language 
dictionaries, the interpretation algorithm is 
implemented to all tokens to identify the grammatical 
meaning of that word. Then, in various formats, it 
reassemble the phrase and pass it to the analyser. The 
analysed phrases are fed into the parser, which follows 
the CFG principles. The Phrase Modelling section will 
describe how to use a term dictionary and the 
suggested C-G-F principles to derive the semantics 
meaning of the phrase. 

IV. CONCLUSION 
We have used semantic representation and 

grammar to discover the English phrase among the 
tokens and created a parser as well. The primary 
intention was to develop a parser that could handle any 
form of English phrases. The purpose of this survey is 
to create a parser that can handle any sort of English 
sentence.  
The following are the results of this survey: 

a. For English Language Processing, we've 
created a parser module. 

b. Different English sentences are entered into a 
lexicon. 

c. To parse a statement in the English language, 
we used context-free grammar. 

d. The parser module's output is expressed as a 
collection which can be displayed and handled with 
simplicity. 

By altering the C-F-G regulation, we were able to 
construct a much more robust parser for the English 
language. The unambiguous representation of a phrase 
is the core issue of English language parsing. 
Furthermore, the researchers used the semantic rule to 
resolve word ambiguity. Our suggested parser was 
able to reach an accuracy of 91.57 percent. During the 
study, the authors observed that their efficiency was 
falling as they evaluated more uncertain words and 
sentences. Its reliability will improve in the future as 
more ambiguity problems are resolved. 
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