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Abstract - The building renovation process is the most time-consuming aspect. This paper grants the possibility of applying the multiple variable detections from segmentation of image components by a multivariate - technique using Convolutional function to assist automated reconstruction for the renovation of beam concrete. The research has two parts: the first one is multivariable dataset multivariate, with image segmentation using multiple threshold values are made for the proposed research, and the second is testing the data sets of segments, by using Convolutional functions applied for more images to make predictions. In the manual inspection, the sketch of the beam is prepared manually, and the conditions of the irregularities in the image are noted. Since the manual approach completely depends on the specialist's knowledge, manpower, and work pressure, it lacks objectivity in the quantitative analysis. So, automatic image segmentation with multi-thresholding based on Convolutional function is proposed as a renovating element to obtain a tool for the reconstruction of the image.

Index Terms -image, threshold, multivariate, Convolutional, renovation

I. INTRODUCTION

Multi-level threshold segmentation has an important research value in image segmentation, which can effectively solve the problem of segmentation of complex images, but the computational complexity increases accordingly [1]. Several methods have been used to solve threshold selection problems; the method is based on the mixture of Convolutional functions to approximate the 1D histogram of a gray level image and whose parameters are calculated using the Convolutional function. Each Convolutional function approximates the image segment, representing a pixel class and therefore a threshold point is used [2]. Traditional gradient descent and other deterministic and exact methods are used to solve these complicated types of problems. Image segmentation based on multi-threshold image segmentation (MTIS) method with a non-local means 2D image segments with an entropy-based method. In this, it was compared with low and high threshold levels [3]. Fusing several good algorithms using a hierarchal majority yielded segmentations that consistently used for multi-level thresholding, indicating threshold values for further methodological improvements [4]. The different threshold values are applied to these images. The performances are measured based on threshold segment values [5]. An OTSU threshold technique for image segmentation, which gives the approximate result as compared with the other methods and simple. Segmentation subdivides the image into different parts.[6]. Each pixel in an image has its threshold, which is estimated by calculating the statistical information of its neighbourhood pixels.[7]. Otsu's method performs nonparametric image threshold [8]. Image segmentation analysis at low threshold levels and high threshold levels are also respectively carried out [9]. Apply various threshold techniques on different images and find the best suitable technique for generating binary images [10]. Mechanically detecting buildings from satellite images has a lot of potential applications, from monitoring the images in remote areas to evaluate the available surface to multiple segments [11]. The threshold values of each particle are initialized in the range [gmin, gmax]. The thresholds are sorted in the method optionally [12]. Cracks in concrete structures not only affect the appearance of the structure, but also accelerate the aging of the structure, and reduce the bearing capacity and safety of the structure [13]. The segmentation is more uniform, with accurate and smoother boundaries, besides being not so susceptible to divide [14]. In the process of partitioning the unwanted images based on the separation of pixel result, the surface of beam concrete with multiple segments can be extracted, modeled, manipulated measured, and visualized[15].

II. METHODOLOGY

2.1 Innovative Process of remodel
A flow chart is shown to illustrate the activities covered in this research. The following are the step-by-step procedures used in the design of the concrete is rescheduled as shown in Figure 2.1.

![Flowchart for the innovative process](image)

Figure 2.1. Flowchart for the innovative process.

Figure 2.2 gives the innovative segmentation process which explains the collection of beam images and how the images are segmented to multivariate threshold values. Then the strong resulte segments are collected and integrated to form the remodel beam structure.
The proposed innovative process of beam concrete is characterized by elements with specific tasks by allowing for the execution of a proper capacity design. The design procedure is force-based and is applied by considering the latticed statically determined scheme representing the limit behavior of the beam.

The design procedure is articulated according to the following 9 steps:

1. Definition of the static equivalent lateral loads and calculation of the segments.
2. Design of the segmented sections of the multiple elements in the renovation.
3. Capacity design of the combination of the threshold segments and the adjacent elements performed with the renovation procedure.
4. Calculation of geometric over-strength factors of image;
5. Calculation of axial loads in non-structured image beam elements by combining the effects of gravity loads of segments
6. Capacity design of the newly innovated image segments of reinforced concrete by concrete crushing
7. Design of the selected segments of images in grip.
8. Check the compressed thresholded segments and design of new innovated segments of the image.
9. Calculation of the length of the dissipative element, to ensure the compliance between local and global thresholding.

2.2 Convolutional approximation

The Convolutional method for segmentation. The image is inputted and the best fitting parameters are obtained. The Convolutional approximation is applied to evaluate multiple variables for thresholding. Then segmentation process is applied for the image and extracted for filtering process.

Finally the rescheduled image is evaluated for restructure. Let consider an image holding L gray levels \([0, \ldots, L-1]\) whose distribution is displayed within a histogram \(h(g)\). To simplify the description, the histogram is normalized just as a probability distribution function, yielding:

\[
h(g) = \frac{ng}{N}, h(g) > 0
\]

\[
\sqrt{\sum_{g=0}^{L-1} ng}, \text{ and } \sum_{g=0}^{L-1} h(g) = 1 \quad \text{…Eqn. 1}
\]

where \(ng\) denotes the number of pixels with gray level \(g\) and \(N\) is the total number of pixels in the image. The histogram function can thus be contained into a mix of Convolutional probability functions of the form:

\[
P(x) = \sum_{i=1}^{K} P_i(x) = \sum_{i=1}^{K} \sqrt{2\pi\sigma_i} \exp\left(-\frac{(x-\mu_i)^2}{2\sigma_i^2}\right)
\]

.. Eqn. 2.

Where \(P_I\) being the probability of class \(i\), \(P_i(x)\) is being the probability distribution of gray level random variable \(x\) in class \(i\) with \(\mu_i\) and \(\sigma_i\) being the mean and standard deviation of the \(i\)th probability distribution function and \(K\) be the number of classes within the image. In addition the constraint \(\sum_{i=1}^{K} P_i = 1\) must be satisfied. The mean square error is used to estimate 3000 parameters \(Z_i\), where \(i = 1, \ldots, K\). For instance, the mean square error between the convolutional formula \(p(x)\) and the experimental histogram function \(h(x)\) is now defined as follows:

\[
J = \frac{1}{n} \sum_{j=1}^{n} \left( \sum_{i=1}^{K} P_i(x) - h(x) \right) \sum_{i=1}^{K} P_i - 1 \quad \text{…Eqn. 3}
\]

Assuming an \(n\)-point histogram and \(\omega\) being the penalty associated with the constraint

\[
\sum_{i=1}^{K} P_i = 1
\]

In general, the estimation of the parameters that minimize the square error produced by the Convolutional mixture is not a simple problem. A straightforward method is to consider the partial derivatives of the error function to zero, obtaining a set of simultaneous transcendental equations. However, an analytical solution is not available considering the non-linear nature of the equations. Unfortunately, such methods may also get easily stuck within local minima. The Convolutional curve for \(x\), with variance \(\sigma\) is created.
Segmented multivariate, also known as piecewise multivariate or broken-stick multivariate, is a method in multivariate analysis in which the independent variable is partitioned into intervals and a separate line segment is fit to each interval. Segmented multivariate analysis can also be performed on multivariate data by partitioning the various independent variables. Segmented multivariate is useful when the independent variables, clustered into different groups, exhibit different relationships between the variables in these regions. The boundaries between the segments are breakpoints. Segmented linear multivariate is segmented multivariate whereby the relations in the intervals are obtained by linear multivariate. Segmented multivariate analysis is based on the presence of a set of \((y, x)\) data, in which \(y\) is the dependent variable and \(x\) the independent variable.

The least-squares method applied separately to each segment, by which the two multivariate lines are made to fit the data set as closely as possible while minimizing the sum of squares of the differences between observed \((y)\) and calculated \((Y_r)\) values of the dependent variable, results in the following two equations:

\[
Y_r = A_1 \cdot x + K_1 \quad \text{for} \quad x < \text{BP (breakpoint)} \quad \text{----- Eqn. 4.1}
\]

\[
Y_r = A_2 \cdot x + K_2 \quad \text{for} \quad x < \text{BP (breakpoint)} \quad \text{----- Eqn. 4.2}
\]

where:

- \(Y_r\) is the expected (predicted) value of \(y\) for a certain value of \(x\);
- \(A_1\) and \(A_2\) are multivariate coefficients (indicating the slope of the line segments);
- \(K_1\) and \(K_2\) are multivariate constants (indicating the intercept at the \(y\)-axis).

The data may show many types or trends as in figures. The method also yields two correlation coefficients \((R)\):

\[
R_{12} = \frac{\sum(y-Y_r)^2}{\sqrt{\sum(y-Y_{a1})^2 \cdot \sum(y-Y_{a2})^2}} \quad \text{for} \quad x < \text{BP (breakpoint)} \quad \text{----- Eqn. 5.}
\]

\[
R_{22} = \frac{\sum(y-Y_r)^2}{\sqrt{\sum(y-Y_{a1})^2 \cdot \sum(y-Y_{a2})^2}} \quad \text{for} \quad x > \text{BP (breakpoint)} \quad \text{----- Eqn. 5.}
\]

Where \(\sum(y-Y_r)^2\) is the minimized \(SSD\) per segment and \(Y_{a1}\) and \(Y_{a2}\) are the average values of \(y\) in the respective segments.

Segmented linear multivariate with two segments separated by a multivariate point can be useful to quantify an abrupt change of the response function \((Y_r)\) of a varying influential factor (x). The multivariate point can be interpreted as a critical, safe, or threshold value beyond or below which (un)desired effects occur. The multivariate point can be important in decision-making.

Figure 2.4. Flow chart for Linear multivariate on segmentation

![Flow chart for Linear multivariate on segmentation](Image)

Figure 2.5. Segmented multivariate analysis

Figure 2.5. Illustrates some of the segmented results and multivariate types obtainable.

Segmented multivariate analysis is based on the presence of a set of \((y, x)\) data, in which \(y\) is the dependent variable and \(x\) the independent variable. The least-squares method applied separately to each segment, by which the two multivariate lines are made to fit the data set as closely as possible while minimizing the sum of squares of the differences \((SSD)\) between observed \((y)\) and calculated \((Y_r)\) values of the dependent variable, results in the following two equations:

\[
Y_r = A_1 \cdot x + K_1 \quad \text{for} \quad x < \text{RP (multivariate point)}
\]

\[
Y_r = A_2 \cdot x + K_2 \quad \text{for} \quad x > \text{RP (multivariate point)}
\]

where: \(Y_r\) is the expected (predicted) value of \(y\) for a certain value of \(x\).
A1 and A2 are multivariate coefficients (indicating the slope of the line segments);
K1 and K2 are multivariate constants (indicating the intercept at the y-axis).
The data may show many types of trends, . The method also yields two correlation coefficients (R):
\[ \sum (y - \bar{y})^2 \]
where \( \bar{y} \) is the multivariate point.
and
\[ \sum (y - \bar{y})^2 \]
is the minimized SSD per segment and Y1 and Y2 are the average values of y in the respective segments.In the determination of the most suitable parameters, statistical tests must be performed to ensure which parameter is reliable (significant). When no significant multivariate point can be detected, one must fall back on a multivariate without a multivariate point.

Significance of the breakpoint (BP) by expressing BP as a function of multivariate coefficients A1 and A2 and the means Y1 and Y2 of the y-data and the means X1 and X2 of the x data (left and right of BP), using the laws of propagation of errors in additions and multiplications to compute the standard error (SE) of BP, and applying Student's t-test

Significance of A1 and A2 applying Student's t-distribution and the standard error SE of A1 and A2

Significance of the difference of A1 and A2 applying Student's t-distribution using the SE of their difference.

Significance of the difference of Y1 and Y2 applying Student's t-distribution using the SE of their difference.

A more formal statistical approach to test for the existence of a breakpoint is via the pseudo score test which does not require estimation of the segmented line.

2.3 Threshold segmenting multivariate values

Threshold segmentation can be understood as an optimization problem in a space made up of grey levels. That is, to find the levels to class the pixels by which some objective functions achieve the optimum. A typical classification of threshold segmentation is based on the objective function, such as minimum error, maximum interclass variance, maximum entropy, etc. Generally, Otsu's method, Kapur's method, Otsu's method and Kapur's method are, respectively, the most typical examples of the methods based on variance and entropy. Based on the objective functions of the two methods, we achieve multilevel thresholding with the proposed algorithm. K thresholds are used in image segmentation could correspond to an optimization problem in k dimension space: n [0,L-1],x[0,L-1]x[0,L-1].., gives the multi-variables threshold segmentation using Convolutional function. The homogeneity of inputted image pixel is calculated and the similar characteristics of the pixel. The segment is classified according to the variant value.

The new modified parameters of the processed image are obtained. Here Kapur's and Otsu's methods are compared to apply multivariate threshold method to the classified pixels for the Convolutional values, where L is the grey level. The coordinate components of the optimum point are the thresholds. 3 thresholds in Otsu maximum variance \( \sigma^2 \) segmentation for an 8-bit digital image correspond to the optimization to find the maximum \( \sigma^2 \) in the space. If the coordinate of the optimum point is \((t_1,t_2,t_3)\), the three thresholds are \((t_1,t_2,t_3)\), respectively. For an L grey-level digital image G which is NC X NL row, its pixel number is NC xNL, and grey-level set is \{0,1,2,L-1\}. The probability with a pixel having a grey level \( g_i \) is

\[ P_i = \frac{NC xNL}{\sum_{i=0}^{L-1} 1} \quad \text{Eqn.4} \]

where pixels in image G are divided into \( K + 1 \) classes \( C_0, C_1, \ldots, C_K \) according to gray level with k thresholds \( t_1, t_2, \ldots, t_k \). The grey level range of class \( C_0 \) is \([0,t_0-1]\), \( C_1 \) is \([t_1,t_1-1]\) \ldots, and \( C_K \) is \([t_K,L-1]\).

The probability \( o_i \) of a pixel belonging to the class \( C_0 \) and the grey level probability mean \( \mu_i \) of class \( C_1 \) can be calculated as follows:

\[ \mu_i = \sum_{j=0}^{t_i} \frac{Pi}{i} \quad \text{Eqn.12} \]

where \( i=0,1,2,\ldots,k \), \( t_0=0 \) \( t_{k+1}=1 \)

1

The grey level mean value of the image is \( \mu = \sum_{i=0}^{t_k} Pi \mu_i \quad \text{Eqn.13} \)

The Otsu interclass variance \( \sigma^2 \) is

\[ \sigma^2 = \sum_{i=0}^{t_k} o_i (\mu_i - \mu)^2 \quad \text{Eqn.14} \]

The Kapur entropy value \( \psi \) is

\[ \psi = \sum_{i=0}^{t_k} Pi \ln Pi - \sum_{i=0}^{t_k} Pi \ln Pi - \sum Pi \ln Pi - \sum Pi \ln Pi \text{\quad Eqn.15} \]

The Otsu maximum between-class variance multilevel thresholding is to find the thresholds \( t_1, t_2, \ldots, t_k \) with which \( \sigma^2 \) is maximized, and the Kapur maximum entropy multilevel
thresholding is to find the thresholds t1, t2, ..., tk with which ψ is maximized.

![Diagram](image)

**Figure 2.6. Extraction of parameters**

2.4 Extraction of threshold parameters

The creation of threshold images from point of inflection of that specified interval. To evaluate the point of inflection for individual intervals, the Convolutional curve has been fitted on the individual data set (intervals), created after applying algorithm 2.1 is shown in figure 2.6. The point of the inflection point is considered as the threshold parameter for that particular interval. The point of inflection is the point where G(x)=0 and G(x,y) ≥ 0 in each Convolutional fit curve. Each interval is converted into the binary image after applying the point of inflection as a threshold parameter. To receive one single threshold image, all the threshold images extracted from each interval are integrated as in figure 2.6.

2.5 Integrate the Threshold images

The integration of all the threshold images (T1, T2, ..., Tn) has been done by using the union concept of image processing. Algorithm 3 explains the steps for creating an integrated image. Let the threshold images are T1, T2, T3, ..., Tn then integrated image I(0,1) = T1 U T2 U Tn.

1: INPUT: Threshold Images T1, T2, ..., T6
2: OUTPUT: Integrated Threshold Image I
3: for i ← 1 to 6 do
4: I=I1 U T2 U T3 U T4 U T5 U T6;
5: end for

**Algorithm 2.1** Algorithm for integrating threshold images

3. Experimental Analysis

Four different pixel classes are used to segment the images. The idea is to show the effectiveness of the algorithm and its performance against other algorithms solving the same task. The implementation can easily be transferred to cases with a greater number of pixel classes. To approach the histogram of an image by 4 Convolutional functions (one for each pixel class), it is necessary to calculate the optimum values of the 3 parameters (P, μ and σ), for each Convolutional function (in this case, 12 values according to equation 2). This problem can be solved by optimizing equation 3, considering that function p(x) gathers 4 Convolutional functions.

The parameters to be optimized are summarized in Table 3.1., with Kpi being the parameter representing the a priori probability (P), Kσi holding the variance (σ) and Kμi representing the expected value (μ) of the Convolutional function i.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Convolutional values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior probability, variance, value</td>
<td></td>
</tr>
<tr>
<td>Kp1</td>
<td>Kμ1 Kσ1</td>
</tr>
<tr>
<td>KP2</td>
<td>Kμ2 Kσ2</td>
</tr>
<tr>
<td>KP3</td>
<td>Kμ3 Kσ3</td>
</tr>
<tr>
<td>KP4</td>
<td>Kμ4 Kσ4</td>
</tr>
</tbody>
</table>

**Table 3.1. Parameters to be optimized by the Probability Algorithm**

In the Threshold optimization, each parameter is considered like an Automaton which is able to choose actions. Such actions correspond to values assigned to the parameters by a probability distribution within the interval. All intervals considered in this work are defined as KPi.

![Figure 3.1 Segmented beam](image) ![Figure 3.2 Restructured segment](image)

Figure 3.1 gives us the segmented beam, Figure 3.2 tells the threshold measures.

So the algorithm ignores this interval to 1(m) . the threshold values of various image segments Variables C1, C2, C3, and threshold σ then Convolutional fit pi with the convergence values.

BP = 4.93, A1 = 0, K1 = 1.74, A2 = −0.129, K2 = 2.38, R12 = 0.0035 (insignificant), R22 = 0.395 (significant) and:

Ym = 1.74 t/ha for Ss < 4.93 (breakpoint)
Ym = −0.129 Ss + 2.38 t/ha for Ss > 4.93 (breakpoint)

indicating that beam salinities < 4.93 dS/m are safe and beam salinities > 4.93 dS/m reduce the yield @ 0.129 t/ha per unit increase of beam salinity.

Residual standard error: 18.8 on 10306 degrees of freedom
Multiple R-Squared: 0.997, Adjusted R-squared: 0.997
Convergence attained in 6 iterations with relative change 9.592e-06

The Estimated break even point is compared with the intercept point. The difference is found to be standard error. Thus the image segments with multivariate thresholds are calculated and tested. The density intervals are found to be feasible according to Convolution fit.
4. Conclusion

Conventional threshold models only contain partial threshold variable and only have limited applications when two or more threshold variables are needed. Thus far, little is known about the estimation of image segments in the beams with multiple threshold variables using Convolutional functions. This paper presents a new model that allows for more than one threshold variable. The selection of the threshold variables in this study is closely guided by the premises of the economical crisis models. The results found overwhelming evidence of threshold effects in the ratio of cracks found in beam concrete to reserve the measures of parameters collected from beam concrete and that lending rate differential. Finally, it should be mentioned that the applicability of the new model extends beyond the scope of economics. It can also serve as a foundation for further studies.
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