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Abstract. Even though interest in spherical panorama content has in-
creased rapidly, few studies have examined watermarking techniques for
this content. We present a new watermarking technique to protect spher-
ical panorama images as well as view-images that are rendered with a
specific viewpoint. Solving the watermark synchronization problem in
the detection process requires finding the viewpoint of a view-image.
Scale Invariant Feature Transform (SIFT) and Euclidean transformation
matrix are used to find viewpoint information of a detection target view-
image. Using the viewpoint information, a view-image can be recovered
to a source image and then we can detect watermark from it. The ex-
perimental results show robustness against several attacks such as JPEG
compression, Gaussian filter, and noise addition attack.

Keywords: Image watermarking · Spherical panorama ·Omni-directional
image · 360 VR watermarking.

1 Introduction

Recently, interest in spherical panorama content (a.k.a. omni-directional con-
tents, 360×180 degree contents, VR contents) has increased rapidly. Unlike other
existing media content, it allows viewers to choose their viewpoint. Thanks to
recent improvements in hardware and software for spherical panorama content,
one can easily create, distribute, and appreciate their content. Thus, the market
for spherical panoramas has grown both qualitatively and quantitatively and
the copyright protection problem has become an important issue. Watermark-
ing techniques have been proposed as a solution to the image copyright problem.
However, watermarking techniques that can properly protect spherical panorama
content are absent.

A view-image comes from spherical panorama’s source image with a specific
viewpoint. A normal user can only see view-images rather than the spherical
panorama’s source image, so view-images are easier to leak than the entire source
image. Furthermore, a view-image can have sufficiently high content value and
a replicated spherical panorama source image can be made using several view-
images. Therefore, spherical panorama watermarking techniques should detect
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watermarks from view-images. However, existing watermarking techniques for
2D images or 3D stereoscopic images cannot be applied directly to spherical
panoramas because its distortion varies depending on viewer’s viewpoint in the
rendering process.

This paper proposes a spherical panorama image watermarking technique.
For the synchronization between location of embedding and location of detect-
ing, watermark is embedded and detected on spherical panorama’s source image
that has a equirectangular form. Therefore, to detect watermark from a view-
image, we should render the view-image into the source-image. The rendering
needs the view-image’s viewpoint information; we propose using the Scale In-
variant Feature Transform (SIFT) feature points matching algorithm [1] and
Euclidean matrix transformation to get viewpoint information of a view-image.

This paper is outlined as follows. First, we will explain related work involving
image watermarking for various content in Section 2, we will show a spherical
panorama image watermarking algorithm in Section 3, and Section 4 shows the
experimental results. Finally, future research directions are proposed and the
paper is concluded.

2 Related works: Image watermarking for various
contents

2D image, Stereoscopic 3D, Depth Image Based Rendering (DIBR), and spherical
panoramas are the examples of various types of image content. Watermarking
methods have been proposed for various image content and since the various
types of content each have their own characteristics, a watermarking technique
should be designed that takes account of their characteristics.

To date, numerous watermarking techniques have been proposed for 2D im-
age. Frequency domains such as DCT [2], DFT [3], DWT [4], and contourlet [5]
are often used for invisibility and robustness. In various domains, various meth-
ods such as spread spectrum [6] and quantization index modulation [7] are used.
Furthermore, there are many 2D image watermarking techniques that use tem-
plate [12] or feature points [8] for the robustness against geometric distortion.
Recently, 2D image watermarking techniques have been introduced that uses a
deep learning [17][18].

3D image have two kinds of format for 3D content distribution: stereoscopic
3D (S3D) and Depth-image-based rendering (DIBR). S3D uses two images(left
image, right image) to get one view and S3D image watermarking schemes em-
phasize the Human Visual System (HVS) to reduce visual fatigue in the 3D
rendering process [11]. S3D and DIBR both use two images, but DIBR uses a
center image and a depth image; DIBR makes left and right images using the
center and depth images. Therefore, DIBR can control the degree of depth in an
image. DIBR watermarking schemes [13][14][15] should consider variable depth
depending on user preference. Both DIBR and spherical panorama image wa-
termarking schemes should detect watermark from changing image according to
setting, but the degree of change differs. DIBR rendering can only makes local
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horizontal translations; therefore, it is not adjustable to spherical panoramas.
In the case of spherical panoramas, which have recently entered the spot-

light, watermarking techniques are uncommon. Miura et al. proposed a data
hiding technique for omnidirectional images [20], but they did not consider ro-
bustness because they focused on hiding information. Furthermore, they only
used equirectangular images and did not deal with view-images.

Kang et al. proposed spherical panorama image watermarking using feature
points [19]; they embedded watermarks into several original images before com-
bining them into an equirectangular image. The several combined watermarked
images become one watermarked equirectangular image; then they could detect
a watermark in the equirectangular image. Protecting only the equirectangular
image can be performed using existing 2D image watermarking techniques. Usu-
ally, several original images that are taken from a specific position to make one
equirectangular image are taken by one person. Therefore, a different watermark
is not needed for each original image. Furthermore, the view-image can easily be
stolen, while the source image (mostly equirectangular image) is relatively hard
to be stolen due to the characteristics of the spherical panorama. This is why we
embed watermarks into equirectangular images and detect from view-images.

3 Proposed spherical panorama watermarking algorithm

This paper presents a watermarking algorithm for spherical panorama images.
As mentioned in the introduction, a spherical panorama watermarking algorithm
should not only be able to detect watermark from the entire source image but
also from view-images. Considering rendering distortion, detecting watermarks
in view-images is similar to detecting watermarks in extremely cropped and al-
most randomly warped 2D images. Therefore, we propose recovering detection-
targeted view-image to equirectangular source image for watermark synchroniza-
tion.

This section briefly explains spherical panorama images and then the water-
mark embedding and detection processes are described separately.

3.1 Spherical panorama image

Spherical panorama images are also well known as VR images, omni-directional
images, or 360 ◦ panorama images. They are very effective for expressing vir-
tual space as real space. Making one spherical panorama image requires several
images that include all direction views taken from one point. After that, it is
necessary to combine several images into one through a process called stitching.
Stitching multiple images containing all directions into one image is like express-
ing a three-dimensional sphere in a 2D plane. There are many ways to project
a 3D sphere into one 2D image and no method can avoid distortion, but the
equirectangular form is most commonly used in spherical panorama images.

In equirectangular formed image, width refers to the 360◦ horizontal view
and height refers to the 180◦ vertical view. Therefore, the length of the width
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is always twice that of the height in an equirectangular formed image. Common
world maps are the most well-known equirectangular formed image that express
the spherical Earth’s surface into a single 2D image.

When someone wants to view a spherical panorama image, the equirectan-
gular image is projected onto a sphere and then the viewer observes the partial
surface of the sphere from its center. Therefore, spherical panoramas have 360◦
horizontal and 180◦ vertical fields of view. The partial image depends on the
user viewpoint, which we will call the ‘view-image’. Figure 1, 2 will clarify this.

Fig. 1. Viewing a spherical panorama is like viewing a partial of surface from the
center. The red area refers to ‘view-image’.

Fig. 2. (a): sphere, (b): equirectangular (source image), (c)-(f): view-images
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3.2 Watermark Embedding

Watermark patches We embed watermark into the original source image
(the equirectangular image) and we detect watermarks from view-image. This
is similar to defending against a random extreme cropping attack. We want
at least one complete watermark pattern in the view-image regardless of the
viewpoint; we do this by dividing the source image into n∗2n number of blocks,
each of blocks has one watermark patch and all the blocks have same watermark
patch. Since adjacent pixels are affected by each other in the spherical panorama
rendering process, the edge areas of the blocks are not used and the center area
of the blocks is only used as watermark patch. Figure 3 shows an example of
watermark patches’ area without considering watermarks’ invisibility.

Fig. 3. Example of 9×18 watermark patches (80% of blocks)

Embedding watermark pattern This proposed method can adapt to vari-
ous existing 2D watermarking methods. For convenience of explanation, we will
explain this using a basic DCT domain-based spread spectrum watermarking
method.

The secret key(Ks) is used to make a watermark pattern (Wp) that is a ran-
dom sequence that follows a Gaussian distribution with an average of 0 and a
variance of 1. The length of the watermark pattern is proportional to the size
of the watermark patch. Wp and the original DCT coefficients (Co) are used to
create watermarked coefficients (Cw). Making the watermarked coefficients (Co)
equation is as follows.

Cw(i,k) = Co(i,k) + αw

∣∣Co(i,k)

∣∣Wp(k) (1)

In Equation 1, i denotes the index of the watermark patches and k denotes
index of the watermarking-targeted coefficients. Watermarking-targeted coeffi-
cients are coefficients of middle frequency in DCT domain. αw denotes watermark



6 Jihyeon Kang et al.

strength value and this value controls the trade-off between the watermark’s ro-
bustness and visibility. Original coefficients (Co) are replaced by watermarked
coefficients (Cw) and then a watermarked RGB-channel source-image is obtained
through inverse-DCT.

Fig. 4. Watermark embedding process

3.3 Watermark Detection

Spherical panorama watermarking schemes should be able to detect watermarks
from source images and view-images. Detecting a watermark from the source
image is the same as detecting a watermark from 2D image in this scheme. We
propose a way to detect watermarks in a view-image by recovering a view-image
to the source image. However, the recovery process needs viewpoint information
from the view-image, which is why we need a viewpoint detection process. We
divide the viewpoint detection process into two steps: a near-viewpoint detection
step and a precise-viewpoint detection step; these are explained in detail in
following subsections.

Near-viewpoint Detection Spherical panorama view-image is the part of a
sphere’s surface. Therefore, each view-image’s center can be expressed as two
spherical angle variables; one is horizontal (−180◦ ∼ 180◦) and the other is ver-
tical (−90◦ ∼ 90◦). Obtaining a viewpoint of a view-image by comparing all the
each of view-images is almost impossible. We propose a method to determine
near-viewpoint using the SIFT matching technique.

We need reference view-images to obtain the near-viewpoint of a detection-
targeted view-image. Reference view-images are generated from the original (or
watermarked but undamaged) source image. The reference view-images repre-
sent near view-images that have a similar viewpoint. The sum of reference view-
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images should cover the whole spherical panorama image and there should be
an overlapping region between the very next neighbor reference view-images.
Too large an overlapping region increases the number of required reference view-
images and means lower efficiency. Based on empirical results, we used 26 ref-
erence view-images in a source image. Figure 5 shows the example of reference
view-images.

Fig. 5. Example of 26 reference view-images. V: vertical, H: horizontal

If any two view-images have a similar viewpoint, then the two view-images
will likely contain several of the same objects. If there is no severe distortion,
SIFT, which is robust to Rotation, Scaling, and Translation (RST) can match
same objects between them. In other words, if there are many matched SIFT
feature points between two view-images, then the two view-images have a similar
viewpoint. A near-viewpoint can be obtained using this characteristic.

Initially, SIFT matching is performed between a detection-targeted view-
image and each reference view-images. Then, the number of matching points
becomes a measure of viewpoint similarity. If the maximum SIFT feature points
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matching number is not over a specific threshold, it is determined that the tar-
geted view-image is not derived from the corresponding spherical panorama
image. Conversely, if the maximum SIFT matching number exceeds a thresh-
old value, the viewpoint of the reference view-image is determined as the near-
viewpoint.

Precise-viewpoint detection Precise-viewpoint can be obtained by searching
surround of near-viewpoint. SIFT feature point matching method and Euclidean
transformation are used to search.

Initially, we set the candidate-viewpoint as the near-viewpoint that was ob-
tained in the previous step. The candidate-viewpoint is the last guessed view-
point that could be a precise-viewpoint. After that, the Peak Signal Noise Ratio
(PSNR) value between the view-image comes from candidate-viewpoint and a
detection-targeted view-image is obtained. We can use the PSNR value to de-
termine whether the viewpoints of the two view-images are the same. In other
words, if the PSNR value exceeds a threshold, it means that the viewpoint of
the detection-targeted view-image has been found and the candidate-viewpoint
becomes the precise-viewpoint. Then, we can move on to the next step. How-
ever, if the candidate-viewpoint does not equal the viewpoint of the targeted
view-image, the candidate-viewpoint should be changed to a reasonable guess.

SIFT matching information is obtained between view-image from the candidate-
viewpoint and targeted view-image. This information is used to guess the verti-
cal, horizontal, and rotation differences between the two images using the Eu-
clidean transformation matrix. The general Euclidean transformation matrix
that considers vertical translation, horizontal translation, and rotation can be
expressed as Equation 2.[

x′

y′

]
=

[
s · cos θ s · − sin θ
s · sin θ s · cos θ

] [
x
y

]
+

[
c
d

]
(2)

In Equation 2, x and y refer to the positions before conversion and x′ and
y′ refer to the positions after conversion; c represents the degree of translation
in the x-axis and d represents the degree of translation in the y-axis. s refers to
the scale and θ represents the degree of rotation based on the origin considering
the scale (s) change. After replacing s · cos θ with a and s · sin θ with b, we can
expand it and then rewrite it with determinants a, b, c, and d. After that, n SIFT
feature point matching pairs between the two view-images can be substituted
into it and then it can be expressed as Equation 3.

x1 −y1 1 0
y1 x1 0 1
x2 −y2 1 0
y2 x2 0 1
...

...
...
...

xn −yn 1 0
yn xn 0 1




a
b
c
d

 =



x′1
y′1
x′2
y′2
...
x′n
y′n


(3)
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In Equation 3, the pseudo inverse can be used to get the best approximate
values for a, b, c, and d. Using c and d, we can estimate the degree of parallel
translation of both x-axis and y-axis. In other words, we can estimate the degree
of vertical and horizontal translation. Furthermore, we can estimate the degree
of rotation (θ) using Equation 4.

s =
√
a2 + b2, cos θ =

a

s
(4)

After obtaining the guessed vertical, horizontal, and rotational transforma-
tion information, the information is used to estimate the viewpoint of the detection-
targeted view-image. In other words, new candidate-viewpoint can be obtained
by adjusting the transformation information.

Newly obtained candidate-viewpoints are checked for whether one is the
precise-viewpoint. The method compares the PSNR value between the detection-
targeted view-image and the view-image comes from the candidate-viewpoint to
the threshold, and its method is the same as before. If the PSNR value exceeds a
threshold, the candidate-viewpoint becomes the precise-viewpoint and we move
on to the next step. Otherwise, we should repeat this step until we find the
precise-viewpoint.

Recover to source image The obtained precise-viewpoint is used to recover
the detection-targeted view-image to the source-image. It is impossible to recon-
struct the entire source image because only information used in the rendering
process is recoverable. After reconstruction, an interpolation process is needed to
reduce the hole-effect that interferes with watermark detection. Figure 6 presents
examples of view-images and corresponding reconstructed source-images and in-
terpolated source-images.

Watermark detection Watermark patches in fully recovered areas are used
for detection. This paper only uses patches that have over 95% of recovered
pixels. The DCT coefficients are obtained from each patch, then the correlation
values between the watermark pattern and the coefficients of each patch can
be obtained. As a result, one correlation value comes from one recovered patch.
Optionally, some of the highest and lowest correlation values can be excluded to
remove outliers.

After that, the average value of the remaining correlation is obtained, and
the average value is compared to a threshold value. If the average value exceeds
that threshold value, it is determined that the watermark has been detected;
otherwise, it is determined that a watermark does not exist or the embedded
watermark pattern and the watermark pattern that the process tried to detect
are different.

4 Experimental results

The experiments used various types of a hundred equirectangular formed source
images [16]. The resolutions of equirectangular images ranged from 1024×2048
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Fig. 6. Examples of recovering from view-image to source-image and its interpolation

to 3000×6000, the resolution of view-image was 400×400, and view-image’s hor-
izontal and vertical field of view values were 90◦. The number of blocks of a
source-image was 9×18 and each block had one watermark patch in the center
area; the patch size was equal to 75% of the block size. The length of the refer-
ence pattern equaled 40% of the number of pixels in a patch and the watermark
insertion strength was 0.2.

Initially, we compared four domains to find one that was robust against spher-
ical panorama rendering. We embedded watermark patterns into each spatial,
DCT, DWT, and DFT domain patch of the source-images. Except for the spatial
domain, we embedded watermark patterns into the middle frequency area. We
adjusted the other variables to make the PSNR values similar (The PSNR values
that were obtained were between the original view-images and the watermarked
view-images).

We used 20 original source-images for this experiment. We made 80 water-
marked source-images through four domains. We used four representative view-
points to make 320 watermarked view-images in total; then, we obtained average
correlation values using the proposed spherical panorama watermarking scheme.
Table 1 shows the results.

As a result, DCT domains show the best performance. Therefore, watermark
pattern values are inserted into DCT coefficients in the following experiments.

Table 2 shows the results of invisibility experiments using the average PSNR
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Fig. 7. Watermark detection process

value between the original image and watermarked images. The source-image
experiments use a hundred equirectangular formed images and the view-image
experiments use 10 random-viewpoint view-images for each source-image.

Figure 8 shows examples of the original and watermarked images. It is difficult
to find the difference between them by the human eye.

We experimented with the detection ratio. The detection ratio means how
correctly the viewpoint of a view-image is detected. This experiment used about
1600 view-images from a hundred source images. The viewpoint of the view-
images was randomly chosen and the detection ratio was 83.15%.

Most of the viewpoint detection failures correspond to one of two types. The
first type was when view-images had almost no features, such as images of the
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Viewpoint (vertical, horizontal)
(0˚, 0˚) (30˚, 0˚) (60˚, 0˚) (90˚, 0˚)

Spatial [8] 0.039 0.062 0.057 0.037
PSNR: 42.47 dB

DCT [2] 0.109 0.104 0.092 0.076
PSNR: 42.35 dB

DWT [4] 0.055 0.055 0.047 0.043
PSNR: 40.56 dB

DFT [3] 0.048 0.063 0.052 0.052
PSNR: 42.61 dB

Table 1. Average correlation and PSNR values depending on the domain and viewpoint

Source-image View-image
PSNR 45.12 dB 46.84 dB

Table 2. Invisibility experimental result

sky or ocean. The other type was when almost similar objects were repeatedly
present in the image. Because the algorithm uses SIFT feature points matching
technique for viewpoint detection, so the two types above can be a limitation.
However, the first limitation is not a problem because the view-images that have
almost no feature points are unlikely to be worth protecting. Figure 9 shows ex-
amples of the two viewpoint detection failure types; the upper lined view-images
are included in the first type and the lower lined view-images are included in the
second type.

We experimented on the watermarking performance; we used about 500 view-
images for each test in this experiment. Initially, we obtained average correlation
coefficients from correct and incorrect watermarks. A correct watermark means
that the same watermark pattern is used in embedding and detecting and incor-
rect watermark means that different watermark patterns are used. The detection
ratio result was obtained by comparing the threshold with the average correla-
tion coefficient. Table 3 and Figure 10 show the results; the results show the
meaningful difference between the correct watermark and the incorrect water-
mark; we set the threshold value to 0.02 to get the detection ratio.

Correct WM Wrong WM
Average correlation 0.0796 -0.0002

Detection rate 88.8 % 0 %

Table 3. Correlation results without attack
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Fig. 8. Examples of original and watermarked images

Fig. 9. Examples of viewpoint detection failed view-images

Further experiments were conducted to determine the robustness of the wa-
termarking against JPEG compression, noise addition attack, and blurring at-
tack; the results are as shown in Table 4.

Each attack experiment used about 300 random viewpoint view-images. The
experiment used four types (90, 80, 70, and 60) of JPEG compression attack
with different compression qualities. The noise addition attack experiments used
Gaussian noise with an average of 0 and a variable of 0.0005, while the blurring
attack experiments used a Gaussian filter with 0.6 sigma. The PSNR values be-
tween the watermarked view-images and watermarked and attacked view-images
show the degree of attacks.
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Fig. 10. Correlation histogram using correct and wrong watermark pattern

JPEG 90 JPEG 80 JPEG 70 JPEG 60 Noise Gaussian
Average correlation 0.0536 0.0516 0.0466 0.0387 0.0725 0.0665

Detection rate 83.8 % 85.1 % 87.2 % 79.7 % 88.8 % 90.2 %
PSNR 36.34 dB 33.57 dB 32.23 dB 31.69 dB 33.15 dB 34.22 dB

Table 4. Correlation result with attacks

5 Conclusion

In this paper, we proposed spherical panorama image watermarking technique.
We used equirectangular formed source image to synchronize embedding and
detecting location. Viewpoint detection process was used to recover from view-
image to source image. The experiments shows robustness against JPEG com-
pression, Gaussian filter, and noise addition attacks. Unfortunately, this pro-
posed scheme have limitations for some kinds of images and this is non-blind
watermarking technique. As we known, this is first watermarking technique for
spherical panorama contents in the right scenario and we showed the possibility
of watermarking for spherical panorama contents.
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