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ABSTRACT

Ideological biases in the mass media can shape public opinion. In this study, we aim to
understand ideological bias in the Indian mass media, in terms of the coverage it provides to
statements made by prominent people on key economic and technology policies. We build
an end-to-end system that starts with a news article and parses it to obtain statements made
by people in the article; on these statements, we apply a Recursive Neural Network based
model to detect whether the statements express an ideological bias or not. The system then
classifies the stance of the non-neutral statements. For economic policies, we determine if
the statements express a pro or anti slant about the policy, and for technology policies,
we determine if the statements are positive or skeptical about technology. The proposed
research method can be applied to other domains as well and can serve as a basis to contrast
social media self-expression by prominent people with how the mass media portrays them.
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Chapter 1

INTRODUCTION

1.1 Motivation

Ideology is a set of beliefs that is carried by a person or a group. It relates to the preferred
behavioral options undertaken during social decision making. Several studies [12, 25, 28]
have proven that mass media might be biased towards or against a particular government,
political party, or ideology.

Why do we need to study media bias?

Assessing media bias is thus an essential need since the mass media is known to signifi-
cantly shape public opinion [22] and the social context in which the policies are developed.
In this paper, we study the ideological bias carried by the Indian mass media, in terms of
the statements that it covers on important economic and technological policies. These state-
ments are often made by influential people (or entities) who might be in favor of or against
a policy. In other words, these statements help us understand the ideological positions of
the entities on policy issues. The preferential coverage provided to these entities and their
statements, in turn, helps us understand the ideological bias of the mass media.

Why do existing approaches fail?

For political statements, such ideological positions may be localized to a particular part
of the sentence. Existing approaches on sentiment analysis prove to be insufficient for this
task of ideology detection, since they often fail to pick up complex linguistic features that
explain ideological positions, like sentence structures, negations, and contextual information.
It becomes increasingly difficult if the sentence contains sarcasm and the use of contrast-
ing sentiment words. For example, SentiStrength, a popular tool for sentiment analysis,
classifies the statement, Just because it is possible to hack a network does not mean that
technology must not be deployed. as a negative sentiment statement even though it is a pro-
technology statement, which can be because of the use of multiple negations here. Similarly
the statement Earlier farmers used to get insurance of Rs 50,000 on death or permanent
disability under Raj Sahakar Personal Insurance Scheme, which now has been increased to
Rs 10 lakh. requires information of the domain of discussion to predict that increasing the
insurance amount for farmers is a positive outcome. Please refer to table 1.1 which shows
some examples in which the Senti Strength apporach actually fails.

The failure of sentiment analysis techniques in the policy domain may stem from the fact
that both sides of the ideological stance – positive and negative – generally use the same
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Table 1.1: Failure of SentiStrength

Entity Statement Actual
Stance

Senti
Strength
Score

Explanation for
SentiStrength
Failure

In order to help children suffering
from an e-learning tool has also
been developed by the National In-
stitute of Mentally Handicapped
and all the scholarships will be un-
der one

Pro -3 Mentions word
‘Autism’

Bangalore has enormous energy
and ideas to solve problems.

Pro -1 Mentions word
‘problems’

At UIDAI, we are very strict on
privacy issues.

Pro -2 Mentions word
‘strict’

Earlier farmers used to get insur-
ance of Rs 50,000 on death or per-
manent disability under Raj Sa-
hakar Personal Insurance Scheme,
which now has been increased to
Rs 10 lakh.

Pro -2 Mentions words,
‘death’ and ‘dis-
ability’

Prime Minister Narendra Modi ’s
grand MSP increase for farmers is
like applying a band-aid to a mas-
sive hemorrhage.

Anti 1 Sarcasm

set of words while making a statement about the policy. Hence, ideology detection of such
statements requires us to understand the context of the sentence rather than considering
the sentence merely as a bag-of-words.

1.2 Overview

In this work, we use natural language processing and deep learning to analyze Indian mass
media articles on major economic and technological policy events. We study important
economic policies – Aadhaar, Demonetisation, GST, and Farmers’ Protests to understand
how various newspapers preferentially cover specific aspects and certain entities involved in
these policies. We also study technology policies as a separate group in the same way.

Our ideology detection framework has been shown in figure 1.1. It consists of three main
components:

1. Data Extractor: This module extracts statements made by different entities from
articles on specific policies. Domain-specific keywords are used to extract news articles
related to certain policies, and a rule-based by-statement extractor is used to extract
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Figure 1.1: Our proposed Ideology Detection Framework

statements made by different entities from these articles.

2. Relevance Filter: This module filters out the non-relevant statements extracted in
the previous step.

3. Classifier: This module consists of a two-step classifier that first checks if a statement
is neutral, and then checks if the non-neutral statement is in favor of (pro) or against
(anti) the policy.

We develop a two-step classifier using a recursive neural network at each step. Our
classification approach is entity-independent, i.e., it does not depend on the affiliation or
ideology of the entity (like a politician affiliated to a certain political party) that makes
the statement. For this purpose, we use a method of preprocessing the data to obtain fine-
tuned word vectors whose meanings are not associated with the ideology or affiliation of an
entity. Our aim is to build an umbrella classifier that can be applied to different datasets or
policies. Hence, we adopt a method of training procedure that ensures generalizability on
new policies. We do this by freezing the embedding layer of the model while training, and
also ensure that the dataset used for training the model has enough domain information
for the classifier to learn various common axes of economic or technology policy debate and
evaluate any other economic or technology policy on these same axes. The details of the
model, the fine-tuning approach, and the training process are described further in chapter
6.
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1.3 Contributions

With this goal in mind, we propose a method to automatically extract by-statements relevant
to a policy from multiple news-sources and release a dataset of statements made by various
entities, about the five mentioned policies, published in six national newspapers. We also
propose a comprehensive framework to examine and analyze the political ideologies favored
by media automatically. This framework consists of three key steps - Article Extraction,
Relevance Check and Ideology Classification.

In other words, our primary contributions are:

1. Two annotated datasets containing 3855 and 812 statements related to economic and
technological policies, respectively (refer to table 4.4 for details).

2. Two fine-grained stance detection models to study if a statement is in favor of or
against an economic or technological policy, and their application on the Indian mass
media data to understand the underlying ideological bias accurately. We also show
that our stance detection models are generic enough to be applied to new policy data
as well.

We use this framework to study the ideological biases in the Indian mass media in terms
of the policy-related statements that they cover. Our findings show that the Indian mass
media typically covers pro-policy statements much more than anti-policy statements, and
covers pro-technology viewpoints much more than the other side of the discourse, indicative
of an ideological bias existing in mass media. We also demonstrate how our framework is
generic enough to be applied to any other domain of ideology classification.

1.4 Thesis Outline

The remainder of our thesis is organised as follows. Chapter 2 contains the Related Work,
followed by the chapter 3 on the domain/background description of policies. Chapter 4
contains the system design, architecture and algorithms for data collection and by-statement
extraction. We also explain our media analysis database and our website in this Chapter.
We enlist our target problem in detail in chapter 5. Our methodology for stance classification
is described in 6. Chapter 7 and 8 contains our results and analysis on the economic and
technology policies. Chapter 9 contains the conclusion and the future scope of work in this
project.



Chapter 2

RELATED WORK

There has been extensive work on political-ideology detection through natural language
processing. Various computational frameworks have been developed to automatically detect
political ideology of news articles, social media posts, and parliamentary speeches [14]. In
this section, we highlight studies related to our work.

2.1 Bias in Mass Media

Mass media has significant effect on policy formulation [22] and is known to shape public
opinion by intentionally having bias in their writing, coverage and distribution of news,
which is why they are often referred to as gatekeepers [37]. Scheufele et al. discuss the
concepts of agenda setting, framing, and priming in mass media [32], which together play
a significant role in influencing public opinion on socio-political issues. [32] observe how
content targeted at selective groups of audience to maximize profitability by catering to
advertiser interests affects public policies, because it amplifies the outreach of politicians to
these audience groups. Oliver and Myers [29] write that the claim of the media being an
objective and neutral communicator of events has been rejected by scholars of the media for
quite some time now. In the study [6], Bartels finds a significant influence of mass media
exposure in opinion shift of the public in the 1980 US presidential elections.

Our work is related and aims to understand the ideological bias existing in Indian mass
media, in terms of the coverage it provides to the statements given by influential people on
key economic and technological policies.

2.2 Detecting Ideology

Sentiment analysis techniques have been used in some works to identify the ideology of a
particular statement. The traditional methods include use of partisan tokens [12] and bag-
of-words [13] for ideology detection. In one of the earliest works in this field, Gentzkow
and Shapiro [12] developed a “slant-index” that quantifies media slant, by analyzing key
phrases in the news content specific to political ideologies. Apart from a domain-specific
phrase or word detection, researchers have also leveraged various sentiment analysis tools
like Sentistrength, Vader, Alchemy, etc. to analyze the sentiment exhibited in text. While
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these works give strong evidence of media being biased, by showing a correlation between
newspaper-slant and ideology of its potential readers [12], and showing how media bias affects
voting pattern [13], such approaches are too coarse to understand the political ideology
resulting from the use of complex evidence and words in a particular context. These tools
are based on the presence or absence of certain words which are clearly indicative of a certain
sentiment, and ignore the sentence structures, negations, and contextual information, which
also play a key role in determining the overall stance of the statement. For example, the word
“good” contributes towards a positive sentiment, and the word “bad” contributes towards a
negative sentiment. Quite often, such tools ignore the sentence structures, negations, and
contextual information, which also play a key role in determining the overall stance of the
statement. Most of the conventional techniques essentially focus on bag-of-words models
which ignore the syntax. Mullen et al. [26] show that such traditional text classification
techniques are inadequate for the task of political sentiment analysis. This can be attributed
to the arbitrariness in the statements belonging to a particular class of policies. Yan et
al. [47], on similar lines, show that generalizing across different datasets or policies, and
making an umbrella classifier is extremely difficult as concepts are significantly distinct
across policies.

More sophisticated approaches towards political sentiment analysis include Hidden Markov
Model (HMM) based models [38] and hierarchical topic modeling [27]. Sim et al. [38] pro-
pose an HMM-based model, which uses a fixed lexicon of bigrams to infer the ideology
used by political candidates in their campaigns. Inspired by a two-level political science
theory, which unifies agenda setting and ideological framing, Supervised Hierarchical Latent
Dirichlet Allocation (SHLDA) [27] is seen to improve prediction of political affiliation and
sentiment. More recent works include the use of machine learning and deep neural net-
works for natural language processing, which have proved to be effective in incorporating
the complicated nuances of language. They therefore predict the correct sentiment accu-
rately. For example, Budak et al. [9] use crowd-sourcing and machine learning techniques
to understand whether or not the US media reports in a non-partisan manner. Iyyer et al.
[14] have used recursive neural networks (RNNs) to detect political ideology at the sentence
level. Inspired from their work, we have built a Recursive Neural Network based model for
ideology detection in economic and technological policies. The difference of our work from
the aforementioned studies is that we develop a two-step classifier with a training procedure
that ensures generalizability on new policies, and a method of fine-tuning to initialize the
embedding layer, which makes classification entity-independent.



Chapter 3

BACKGROUND

In our study, we analyze mass media bias corresponding to four economic policies, and a
group of technological policies hereinafter referred to as technology policies. We build two
classifiers to identify the ideology of a statement - Pro versus Anti for economic policies,
and Determinism versus Skepticism for technology policies. The detailed definitions of
these terms can be found in section 5.

3.1 Economic Policies

The economic policies that we study in this work are Aadhaar, Demonetisation, GST, and
Farmers’ protests since these are recent, contentious, and of national importance [3].

3.1.1 Aadhaar

Under the Aadhaar policy, the government took the initiative to assign every Indian resident
a biometric-based unique identification number [11]. The data is collected by the Unique
Identification Authority of India (UIDAI), a statutory authority under the jurisdiction of
the Ministry of Electronics and Information Technology. The policy has been criticized by
some politicians, social activists, policy experts, and economists owing to lack of security
and privacy in citizens’ data collection and storage mechanisms, and also because of an
allegedly faulty implementation of the platform, and illicit use of the platform by different
agencies.

3.1.2 Demonetization

A policy event where the government on 8 November, 2016 banned all 500 INR and 1000
INR banknotes with the motive of curtailing the use of illicit and counterfeit cash used to
fund illegal activity and terrorism [18]. The move was widely criticized owing to multiple
problems caused to common people due to sudden depletion of liquidity, irregularities in
norms of exchanging old currency notes, and cash exhaustion in ATMs, among other reasons.
The suddenness of the policy move also led to suffering on part of the farmers and daily wage
earners due to shortage of cash among people, and understaffed banks unable to dispense
cash.
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3.1.3 Goods and Services Tax (GST)

GST is an indirect tax levied in India on the sale of goods and services [10]. It is levied at
each step of the production value-chain with an effort towards formalization in the industry
and simplification of multiple types of taxes, which preceded the GST regime. Since its
implementation there have been intense debates on its complexity and problems in imple-
mentation, which have impacted the overall growth of the economy.

3.1.4 Farmers’ Protests

This policy issue covers series of protests [2] by farmers in India including the ones at Madhya
Pradesh (Mandsaur protest) and Maharashtra (Kisan long march) demanding better prices
for production of crops, loan waivers, forest rights, and other issues related to agriculture
in general. The issue is highly active politically with significant involvement of different
politicians and political parties.

We select these economic policies for our analysis as they are some of the key policies
implemented or taken forward by the current government, as reported in multiple media
outlets and forums [3].

3.2 Technology Policies

Technology policies refer to a group of policies that include various technical interventions
aimed at solving problems of the people. It includes several key policy issues like Cashless
Economy [42], Digital India [43], E-Governance [44], and Aadhaar [11].

3.2.1 Aadhaar

Aadhaar [11] is a 12-digit unique identity number that can be obtained by residents of
India, based on their biometric and demographic data. Aadhaar has been positioned as
a tool that can eliminate corruption by making it harder for people to take up false or
duplicate IDs to access entitlements and subsidies, especially among the poor, but it has
seen many challenges on the ground when biometrics fail or the technology fails due to poor
network connectivity, and poor people have been denied their entitlements. Data privacy
and security is another key concern, with cases where the Aadhaar numbers of people have
been leaked due to seemingly careless implementation, and allegations have even been made
about security lapses of unauthorized access to biometric data and other personal details.
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3.2.2 Cashless Economy

Cashless Economy [42] aims to create an economic state whereby financial transactions are
not conducted with money in the form of physical banknotes or coins, but rather through
the transfer of digital information between the transacting parties. Among other objectives,
the demonetization move was positioned as a policy to push India towards a cashless state,
so that the poor who do not have any credit history or access to banking channels, will be
able to create this data trail that will help them later get easier access to formal sources
of credit and other financial instruments. Controversy however prevails, because the low
access to digital technology by the poor, trust issues in using entirely electronic means for
money management, capability and skills at technology usage, and even the low utilization
of bank accounts by the poor, lead to arguments about whether the country is even ready
for such a move and what kind of safeguards in law and skilling should be developed before
such policies can be pushed.

3.2.3 Digital India

Digital India is a campaign launched by the Government of India, which includes plans to
connect rural areas with high-speed Internet networks. The underlying assumption is that
easier and cheaper access to the Internet will lead to development of the poor, but many
researchers have argued that such an infrastructure push should also be accompanied by a
digital literacy campaign to alert first time users of information technology about problems
caused due to undesirable appropriation of technology, as has been evidenced with a rise
in rumors and fake news on social media and messaging platforms. The policy and the
associated push for digital payments [31] can be argued to be an example of the high mod-
ernism approach often undertaken by the state in assuming a validity in its approach without
any testing [33], and has similarly been noticed in another technology-driven initiatives like
Aadhaar in their assumed validity without adequate testing [16].

3.2.4 E-Governance

The National e-Governance Plan (NeGP) is an initiative of the Government of India to
make all government services available to the citizens of India via electronic media, instead
of them having to fill up paper forms. However, an emphasis on electronic means of accessing
government services at the cost of not scaling traditional offline face-to-face mechanisms, is
known to cause problems to the poor because of their limited technological skills, technology
access, and empowerment. Studies have pointed out how E-governance initiatives have
been primarily shaped by the political economy around the policy, at times leading to its
misuse. A study by Benjamin et al. [7] found that the e-governance project Bhoomi, which
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digitizes land records around Bangalore in India, led to corruption and capture of large
areas of land by elites with connections to the judiciary and administration, aided by the
land-records data that became more easily accessible for strategic planning by these large
players. The authors conclude that in policies related to E-governance, the outcomes are
shaped more by the political economy around policies rather than the techno-managerial
concerns. Veeraraghavan [41] in his work studied the data management platform built for
NREGA, and found that the platform originally intended to curtail corruption and bring
transparency, ended up mostly being useful as an accounting and reporting platform but was
not able to address corruption due to new pathways discovered by local officials to bypass
technology checks.



Chapter 4

DATA

We analyze policies and events of national importance, which have been widely discussed
and debated in the mass media. Our analysis pipeline contains a number of steps similar to
those described in Sen et al. [34]. We have built crawlers to collect mass media data on a
daily basis from some of the most popular national news sources in English, The Times of
India, Indian Express, The New Indian Express, Telegraph, Deccan Herald and Hindustan
Times, and archives are used to build a corpus of news articles since 2011.

4.1 Collection of Articles

We have built a corpus of media articles published by Indian English-language news sources
by crawling their web archives / RSS feeds. This system can be used for analyzing media
articles, getting relevant articles by efficient querying or integrating the system with other
data sources to mine interesting patterns. The media corpus that we build using the news
article crawlers consists of articles belonging to the categories: National, International,
Regional, Sports, Opinion and Business. This categorization is followed by all news sources
in general. National, international and regional are political news articles. Some articles
are also tagged as FRONT PAGE if this information is available while crawling their URLs.
Sometimes URLs are published under multiple categories by news source. So we associate
an array of categories for each article. This data is stored in MongoDB which is a No-SQL
database. An article document in MongoDB consists of its meta data which is stored in
Postgres along with text and author info. An article document in MongoDB has fields as
shown in the table 4.1.

In order to extract a subset of articles relevant to a particular policy from this set, we
filter the entire collection of articles with some domain-specific keywords. To identify news
articles about a topic, we first supply a list of manually selected keywords corresponding to
each policy. After extracting articles containing these keywords, the keyword set is expanded
with newer keywords from these articles, based on their frequency. These two steps are
repeated iteratively until the keyword set becomes static, and the final set of articles is used
to perform our analysis. The final set of augmented keywords for each policy is shown in
table 4.2.

For the economic domain, we perform our analysis on 22,302 articles on Demonetisation
(Nov 2016 to Oct 2019), 13,908 articles on Aadhaar (2011 to 2019), 22,179 articles on GST
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Table 4.1: Relational database schema of an article in MongoDB

Column Description

articleTitle Title of the article
articleURL Web link of the article
categories Array of categories of an article

publishedDate Date of publishing
publishedTime Time of publishing

text Text of the article
author Information about authors (Reporters & Columnists)

sourceName News source
country Country of circulation of news source
language Language of article
entities Extracted using Open Calais

sentiments Sentiment of the article text
keywords Relevant topics of articles

(Jan 2011 to Oct 2019) and 85,486 articles of Farmers’ Protests (Nov 2016 to Oct 2019).
The periods for Demonetisation and GST were identified around the immediate months
when the policies came into effect. Aadhaar and Farmers’ Protests have had long standing
debates, and therefore a longer period of time was used for these topics. Following a similar
methodology, we were able to extract 23,432 articles (Jan 2014 to Oct 2019) relevant to
technology policies.

4.2 Entity Extraction: OpenCalais

We then extract entities from this article data using the OpenCalais tool [1], which returns
entities of type Person, Company, Organization, City, Province, and Country that are stored
in a document database. OpenCalais extracts entities of many types but we use only a few
of them in our system. Also, only a subset of properties of an entity are being used. We use
entities of type Person, company, Organization, Country, City, Continent, ProvinceOrState
and properties name, type, instances (entity references in article), resolutions (unique id
given by OpenCalais from its database). Extracted entities are added to the article document
stored in MongoDB. Each entity is then enriched with contextual information and stored in a
separate entity collection. This collection might contain duplicates. Henceforth, we will refer
to this collection as unresolved_entities. OpenCalais tries to resolve extracted entities by
searching them in its database, but mostly gives accurate ids for places, somewhat accurate
for companies and poor for persons. Along with the entities, OpenCalais also provides
additional context attributes like the type of entity, its standard name, and some other
context information (especially for the non-person entities like latitude and longitude for
locations). We also maintain a set of aliases for each resolved entity, which keeps getting
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Table 4.2: Policies and the set of augmented keywords to extract articles from mass media

Policy Keywords (Manually Selected) # of
articles

Aadhaar aadhar, aadhaar, UIDAI, adhar, adhar card, aadhar card,
PDS, public distribution system

13,908

Demonetisation demonitisation, demonitization, denomination note, cash
withdrawal, swipe machine, unaccounted money, withdrawal
limit, pos machine, fake currency, digital payment, cash trans-
action, cashless economy, black money, cash crunch, currency
switch, long queue, demonetised note, cashless transaction,
note ban, digital transaction

22,302

GST gst, gabbar singh tax, goods service tax, goods and services
tax

22,179

Farmers’
Protests

farm loan, crop loan, farmer suicide, debt waiver, waiver
scheme, farming community, farmer agitation, plight farmer,
distressed farmer, farmer issue, farmers’ protest, farmers’
protest, agrarian crisis, agrarian unrest, farmers protests,
farmers’ protests, loan waivers, loan waiver, agriculture
protest, farmers’ march

85,486

Technology privacy, cashless, technology, technological, innovation, soft-
ware, engineering, smart city, technical, data protection, big
data, artificial intelligence, digital india, high speed internet,
make in india, e-governance, umang, digital literacy, national
policy on electronics, e-gadget, entrepreneur, startup, scien-
tific, science

23,432

enriched with standard names of the newer entities that are resolved with it. Currently,
we are using English language news sources for our analysis, since Open Calais works only
for English. As part of future work, we are also attempting to analyze news articles from
vernacular regional media sources.

4.3 Entity Resolution: Elastic Search

Entities extracted from media articles are inserted into unresolved_entities collection. This
collection contains duplicates entities and they need to be resolved. For this we create a
resolved_entities (initially empty) collection which will have resolved entities. There are
millions of entities in our system and comparing with each one during resolution will be
time consuming. To do this efficiently, we use Elasticsearch engine. It is a highly scalable
open-source full-text search engine, popularly used as an underlying engine in applications
for efficiently storing and querying large amounts of data. So there are two copies of re-
solved_entities collection (MongoDB & Elasticsearch) in the system. To resolve an entity_x
from unresolved_entities, we search for it in resolved_entities using Elasticsearch which
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Figure 4.1: MongoDB and ElasticSearch Collections

gives ten best matched results. From these results, we find the best match for entity_x.

Since the same entity might occur in various forms (in terms of spellings and abbrevia-
tions) in different articles and news sources, we perform entity resolution (ER) within the
media data as described in detail in [34]. We keep a set of entities that have been successfully
resolved so far, and keep augmenting it as crawling more news articles throws up additional
entities to be resolved. On encountering an unresolved entity during crawling, ER within
media data follows two steps:

1. It finds the top ten candidate entities from the resolve set based on partial matching
of their standard names, aliases, and context

2. It further filters these top ten entities to obtain a set of best matching entities, using
string matching and phonetics based distance measures applied on standard names
and context of entities.

The filtering is done on experimentally set similarity thresholds 1. The context attributes
used for ER include type of entity and its standard name. Apart from these attributes, it
also returns locational coordinates, state, and country information for cities. We merge this
context information together, for entities that are successfully resolved with each other. This
improves the ER accuracy over time as the resolver gains more and more context information
for each newly resolved entity (in the course of crawling new articles). If any of these steps
fail, we consider the newly encountered entity as a separate entity, and enter it separately

1We use a combination of Jaro-Winkler similarity and Levenstein distance, along with substring and
abbreviation matching for this step. The value of the thresholds were found to be between 0.8 to 0.9 in our
experiments.
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in the resolved set. The peak performance of the ER heuristic for resolution within media
data is 97.61% precision and 96.47% recall for person entities, and 93.82% precision and
96.2% recall for non-person entities.

4.4 By-statement Extraction

To understand the ideological bias carried by news-sources, we need to extract the state-
ments made by influential entities on the policy issues in these news-sources. These entities
include politicians, business-persons, bureaucrats, social activists, and others. Statements
on policies that occur in article text can be divided into three classes: the by class (contain-
ing statements made by the entities covered in media), the about class (statements made
by the media house about the entities), and the Others class (statements that are neither
spoken by the entities nor are about the entities). We perform entity resolution (ER) of
these entities, which results in the identification of various aliases used to refer to an entity,
along with various other entity-specific keywords. For example, the aliases found by the ER
process for the current Prime Minister Narendra Modi are Modi, NaMo, Modi Ji, etc. and
the keywords identified with him are PM, Prime Minister, Gujarat CM (since he is a former
Chief Minister of Gujarat), etc.

For every article, we first split the article into meaningful single-line sentences. This
preprocessing has been done using a careful regex matching that incorporates ways that
handles many of the more painful edge cases that make sentence parsing non-trivial e.g.
“Mr. M.P. Sharma was born in the U.K. but earned his Ph.D. in India before joining Tata
Steel Inc. as an engineer. He also worked at ukmotors.org as a business analyst.” Some
rules that have been used for handling such cases have been mentioned in table 4.3.

Table 4.3: Rules for Statement Extraction from Articles

Case Example

numerals 1.2 million | 3.54 crores | ..
alphabets e.g. | m.s. | ms. | sr. | X.y
prefixes Mr. | St. | Dr. | Rs.| Prof. | Capt. | Cpt. | Lt. | Mt.
suffixes Inc. | Ltd. | Jr. | Sr. | Co.
mixtures Sr. A.K. Anthony | Mr. M.P. Sharma | A.B. Ltd. Co.
acronyms U.S.A | U.K. | U.P.S.C. | W.W.W.
websites .com | .net | .org | .io | .gov | .me | .edu
special Ph.D. | M.Tech. | B.Tech. | etc.

characters "..." | "!" | "?" | "\"

For a given entity, using the entity-specific keywords and aliases, we can sample out the
by-statements by following the Algorithm 1. We elaborate the algorithm here in some detail:
firstly, for every article associated with a given entity name, all occurrences (or aliases) of
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Algorithm 1: By-statement Classification of a given text
// Text: Text statement obtained after splitting
// EntName: Entity Name whose by-statements to extract
// Keywords: List of entity-specific keywords
// Aliases: List of different aliases used for a given entity
// FixedWords: [“says”, “said”, “asked”, “told”, “claimed”, etc.]
Input: Text, EntName, Keywords, Aliases, FixedWords
Output: Classified Label (By/About/Others)

1 shortName ← Short Entity Name for EntName
2 Replace all Aliases occurences in Text with shortName
3 pText ← Dependency Parse Tree of Text
4 Tags ← Identify noun chunks (nsubj, dobj) in pText
5 posText ← POS Tagging of Text
6 for pt in pText do
7 check1 ← if pt is related by one of the Tags
8 check2 ← if corresponding posText entry is in Keywords
9 if check1 and check2 then

10 check3 ← if pt is a part of an ‘nsubj’ relation
11 check4 ← if corresponding pText is in FixedWords
12 if check3 and check4 then
13 return “By”
14 else
15 return “About”
16 return “Others”

the entity in the article are replaced by short, entity-specific tags (e.g., the aliases of the
entity Narendra Modi can be Modi, Modi ji, Namo, etc. which are then replaced by the tag
"narendra-modi" in the article). We then use Stanford CoreNLP [21] to obtain the parts-of-
speech (POS) tags and dependency parse tree of the statement made by that entity. Sen et
al. [34] have shown that several key dependency relations like ‘nsubj’, ‘nmod’, ‘amod’, etc.
can be used to identify the class to which a statement belongs (by, about, or others). We
also check if the object or the subject in the statement is connected to keywords like ‘said’,
‘claimed’, ‘announced’, ‘told’, etc. in the parse tree, which indicates that the statement
belongs to the by class. These by-statements are then finally returned by the algorithm.

4.5 Relevance Filtering

Since we use a keyword-based approach to extract articles on a policy, we find that some
statements in these articles do not talk about the policy, despite containing a keyword rele-
vant to it. These statements can potentially hurt the accuracy of the classifier and need to
be removed from our final dataset used for ideology classification. For example, with respect
to the Aadhaar policy, “Aadhaar project is an example of using modern technology to leapfrog
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Table 4.4: By-statement Distribution for various policies for the ground truth data after
manual annotation

Domain Policy Total
Statements

Relevant Statements
Pro Anti Neutral Balanced Total

Economic

Aadhaar 392 169 34 146 1 350
Demonetisation 1255 512 259 243 49 1063

GST 681 292 145 167 46 650
Farmers’ Protests 1899 961 505 262 64 1792

Technology 1075 553 115 134 10 812

for future development and transformation of a country, UIDAI chairman Nandan Nilekani
has said".” is a relevant by-statement. On the other hand, a statement like “I concede de-
feat and congratulate Ananth Kumar for his performance in this poll," Nilekani, the face of
UPA’s flagship Aadhaar programme, told PTI.” is irrelevant, since it does not discuss about
any policy in particular and talks about the winning candidate in a poll. It, however, gets
extracted since the keyword Aadhaar appears in it. We use an annotated dataset (ground
truth) for the relevance-based filtering process, which has been created through manual in-
spection. 10.7%, 15.3%, 4.55%, and 5.63% of the statements in Aadhaar, Demonetisation,
GST, and Farmers’ Protest were found to be irrelevant, respectively. Similarly, there were
24.4% irrelevant statements for the Technology policies. The distribution of relevant state-
ments can also be visualised from figure 4.2. We now elaborate the different methods to
filter out the irrelevant statements, and compare their accuracies.

Figure 4.2: Distribution of Relevant and Irrelevant Statements

4.5.1 Rule-Based Approaches

Analysing the dependency parse tree of a by-statement helps in identifying important rela-
tionships between various subject (e.g. ‘nsubj’, ‘csubj’, ‘nsubjpass’, etc.) and object tags
(e.g. ‘dobj’, ‘iobj’, ‘pobj’). The dependency ‘nsubj’ shows the relationship between the
main predicate and the subject, while the ‘dobj’ dependency links the predicate with the
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object. The ‘xcomp’ dependency gives internal information about the predicate. After
preliminary analysis of various dependency graphs, we found some commonalities in the
structure of most of the relevant statements. These relevant statements usually are related
by the ‘nsubj’/‘dobj’/‘pobj’ dependencies, and contain specific domain-related keywords in
the noun-chunks (base noun-phrases). However, these noun-phrases need not be directly
tagged as the ‘nsubj’/‘dobj’. A sample statement: “At UIDAI, we are concerned about the
privacy issue.” has been parsed using the built-in dependency visualizer of spaCy in figure
4.3. Some of the important entities related by some object and subject tags have been
highlighted in red.

Figure 4.3: Dependency Parse Tree for a By-Statement

Since our relevance filter is a check before the main classification stage, we are majorly
concerned with high precision in the relevant statement detection process. Thus, an ideal
check should have some high value for true positives and a relatively lower value of false
positives. On increasing the number of tags, we see an increase in the number of true
positives as seen in figure 4.4a. But, from figure 4.4b, we also see that increasing the
number of tags also increases the number of false positives. Hence, we choose the set of
object and subject tags so as to find a right balance between the two. We also measure the
F1-score for each policy and draw its performance comparison with other method in table
4.5.

Table 4.5: F1-Scores for Relevance Check by Rule-based and Supervised methods

Policy
Rule Based
Approach Supervised

nsubj + dobj + pobj Random
Forest

Gradient
Boosting

Aadhaar 0.58 0.69 0.91 0.95 0.91
Demonetisation 0.29 0.57 0.85 0.92 0.85

GST 0.46 0.62 0.94 0.98 0.97
Farmers’ Protests 0.36 0.62 0.93 0.92 0.84

Technology 0.25 0.51 0.77 0.80 0.75
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(a) True Positives

(b) False Positives

Figure 4.4: Relevance Check by Rule-Based Approach

4.5.2 Supervised Approaches

H. C. Wu et al. [46] has shown the significance of TF-IDF (Term frequency-inverse document
frequency) term weights in making “document-wise” relevance decisions. Following upon the
idea, we convert our by-statements into a similar TF-IDF vector representations for building
a supervised approach. We perform a binary classification using various non-neural machine
learning algorithms like SVM, Random Forests, Gradient Boosting, etc. Our corpus consists
of equal number of relevant and irrelevant statements. From multiple policy distributions,
we find that Random Forest works the best in most of the cases, in the supervised scenario.
Our features have a good predictive power, and the randomness across the features coupled
with the bootstrapping in Random Forest gives rise to a set of uncorrelated predictions
in the trees of the forests. This boosts up the accuracy by a large margin. This is also
highlighted from our results in table 4.6.
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4.5.3 Unsupervised & Semi-Supervised Approaches

To reduce the dependence on the labels, we experiment with some unsupervised and semi-
supervised approaches as well. For each collection of by-statement per policy, we can use
Latent Dirichlet Allocation (LDA) [8] to automatically discover the topics that these sen-
tences contain. LDA is a bag-of-words model that assumes that documents (sentences) are
a mixture of topics produced through a generative process. For each policy set, we can
safely assume that there are 2 topics - one relevant to the policy and the other irrelevant
to the policy. We run LDA with unigram and bigram features for each stack of statements
corresponding to each policy with a topic count of 2. From results in table 4.5, we see how
LDA is helpful in determining the topic of relevance in the corpus, but fails to accurately
model the non-relevant categories because of the ambitiousness inherent to it.

Table 4.6: F1-Scores for Relevance Check by Unsupervised and Semi-Supervised methods

Policy
Unsupervised Semi-Supervised
Kmeans LDA Guided LDACount TF-IDF

Aadhaar 0.81 0.82 0.76 0.83
Demonetisation 0.85 0.83 0.72 0.71

GST 0.84 0.81 0.66 0.69
Farmers’ Protests 0.79 0.73 0.62 0.68

Technology 0.76 0.77 0.69 0.70

Figure 4.5: t-SNE plot of Count-Vectorizer Embeddings

On the other hand, we also experimented with K-Means[20] clustering to visualise the
shape of the decision boundary for relevant and irrelevant labels. We find that both the
classes are separable under a simple count vectorizer embeddings as seen in figure 4.5. We
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also exploit the idea of Guided LDA [15] to set some seed words for relevant and non-
relevant categories for each policy, which can guide the model to converge around those
terms. Guided LDA performs slightly better than Seedless LDA which is conclusive from
the fact that Guided LDA provides a direction (seed) to mitigate the ambiguity present in
the non-relevant topics. tSNE for Count Vectorizer is shown in figure 4.5. F1-Scores for the
relative comparison between Count & TF-IDF vectors have also been shown comprehensively
in table 4.6.

Conclusion: Since RF turns out to be the most robust in terms of F1-Scores among all
these methods, we choose to deploy an RF-based pre-trained model for checking relevance.
We are able to achieve an F1-Score of 0.95, 0.92, 0.98 and 0.92 for economic policies of
Aadhaar, Demonetisation, GST and Farmers’ Protests respectively, and 0.80 for Technology
policies, using RF. Performance comparison between these methods in terms of F1-scores
has been described in table 4.5 and 4.6.



Chapter 5

RESEARCH PROBLEM

5.1 Problem

Different Classes of By-Statements

A statement can be classified into different categories based on the political ideology
it holds. A Pro statement is where the speaker is in support of the policy or appreciates
the policy (e.g. “Aadhaar project is an example of using modern technology to leapfrog for
future development.”). Anti statements are where the speaker criticizes the policy or talks
about its drawbacks (e.g., “Despite waiver, banks have still not started disbursing fresh credit
to farmers leaving them starved.”). Neutral statements do not have a specific stance (e.g.
“Speaking at the opening ceremony, Shukla said, the BCCI is committed to the welfare of
farmers.”). There also are some statements that are diplomatic in nature and hold both
Pro and Anti stances. We collectively group such statements into another class called the
Balanced statements. The Pro/Anti Econ classifier takes as input an economic policy related
statement made by an entity and outputs whether it is in favor of (pro) or against (anti)
that policy.

A technology related statement can be categorized under different groups depending on
its ideological position. Pro technology (Technology Determinism) statements are where
the subject shows faith in technology [45], and often suggests technology as the solution
to people’s problems (e.g., “Mr. Modi told media leaders that digital technology can help
in innovation and empowerment.”). Anti technology (Technology Skepticism) statements
show doubt and skepticism about using technology, or the problems with its implementa-
tion. (e.g., “Matching such state-of-the-art systems could be a technological nightmare for
Indian counterparts.”). The Tech Determinism/Skepticism classifier takes as input a tech-
nological intervention related statement made by an entity and outputs whether it shows
faith (determinism) or doubt (skepticism) towards that intervention.

We classify these by-statements into different classes (ideological positions) depending
upon the policy domain (Economic/Technology) in which they lie. Some example of by-
statements have been mentioned in table 5.1. Further detailed examples of each class of
By-statements have been mentioned in the appendix A (tables A.1-A.1).

Goal

We wish to study the ideological bias carried by Indian mass media in terms of Pro, Anti,
and Neutral statements on important economic and technological policies. In this direction,
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Table 5.1: Examples of different classes of Relevant by-statements extracted

Class Policy By-Statements

Pro Technology Mr. Modi told media leaders that digital technology can help
in innovation and empowerment.

Aadhaar Aadhaar project is an example of using modern technology to
leapfrog for future development.

Anti Technology Today, we misuse technology and kill girls in the womb of the
mother, Modi said, adding that the damage being done through
generations would take another two to three generations to be
rectified.

Farmers’
Protests

Despite waiver, banks have still not started disbursing fresh
credit to farmers leaving them starved.

Neutral GST There is no centralised exemption but if a State wants, it can
refund the SGST for regional promotion.

Farmers’
Protests

Speaking at the opening ceremony, Shukla said, the BCCI is
committed to the welfare of farmers.

Balanced Technology Taking on the opposition and accusing it of misguiding people
over cashless transactions, Modi said that while on one hand
they claimed that Rajiv brought about the telecom revolution,
on the other they\\contradict themselves by saying that their
countrymen don’t have means for cashless transactions.

we aim to use natural language processing with deep learning to build a classifier that can
detect the stance (neutral/non-neutral) and classify the ideological position (Pro/Anti) held
by influential entities that make statements on policies in the mass media. We also target
to keep our methodology generalizable so that our models can also be applied to any other
policy domain. More specifically, we enlist the two key problems that we target:

1. Our aim is to build a general pro/anti economic policy classifier, which does not require
a dataset for each new policy for which it performs classification. In other words, we
want to build a model that trains on a subset of policies and learns the various common
axes of economic debates, and then classifies the statements belonging to any other
economic policy on these same axes.

2. Similarly, our goal is to create a general pro/anti technology classifier to evaluate the
degree of tech determinism or skepticism prevalent in our mass media sources. We
aim to build the model using a small subset of policies concerning the technological
domain, from which it can learn the pattern to classify any new interventions in the
tech-policy area accurately. The dataset for this model is entirely different from the
econ classifier in the previous part.
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5.2 Dataset Annotation

With the help of our research group, we first manually code the by-statements to one of
the five classes - Non-Relevant, Pro, Anti, Neutral, and Balanced using a coding schema
that we describe further in thisw section. We resolve ambiguous cases using the context
information that we preserve while extracting the by-statements. The context information
includes the preceding and succeeding statements corresponding to each by-statement in
the format 〈preceding-statement, by-statement, succeeding-statement〉. For example, for the
sentence, “The technology has undergone a drastic transformation in the last 20 years, Modi
said adding the aspirations of the youths have to be kept in mind in this era”, the following
is the context information being stored using the script: (“The PM said India’s economy
is being transformed and the manufacturing sector is getting a boost.”, “The technology has
undergone a drastic transformation in the last 20 years, Modi said adding the aspirations
of the youths have to be kept in mind in this era.”, “On merits of democracy, the Prime
Minister said, Bigger than the strength of the government is the people’s power.”). Here, if
we consider the words, ‘boost’ in the preceding statement and ‘the effect of technology’ on
the economy and manufacturing sector, the statement appears to be Pro-Technology.

5.3 Coding Schema

We construct a coding schema that helps the annotators code the statements to one of the
five classes (Non-Relevant, Pro, Anti, Neutral & Balanced). The use of a coding schema
to unambiguously code data is quite widespread in the field of qualitative content analysis
[5, 39]. In our case, the goal of the schema is to guide an annotator to understand if
a by-statement conveys an ideology about a policy. The format used for coding schema
is described in table 5.2 for reference. For each policy, the schema contains the possible
targets of a policy statement and the frequently occurring keywords with suitable examples
for each class label. It helps the annotators accurately code any new statement on a policy.
For example, statements that convey measures to bring relief from problems faced during
Demonetisation or statements that tend to show the advantages of this policy in curbing
corruption and black money, convey a pro-policy ideology. On the other hand, statements
that highlight the failure of the policy and difficulties faced by the people because of having
to stand in long queues, or due to shortage of cash, hold an anti-policy ideology. To ensure
consistency across different policies, these definitions are suitably customized for each event.
Thus, for Farmers’ Protests, articles referring to provision of loan waivers and availing crop
insurance tend to protect the interests of the farmers and are designated to be pro-policy
in nature. We also provide relevant keywords and suitable examples for each class label
particular to a policy in the schema.
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A normative definition of each class is also provided to help the annotator understand
the general intuition of the class before labeling. The coding schema has been built after
manually studying roughly 100 articles from each policy event (a manageable size of 400
articles in total) by the lead authors of this study, assisted by two annotators. After multiple
rounds of due deliberation to reduce subjectivity, the coding schema is finalized and given
to the rest of the annotators to perform the final labeling. The inter-coder reliability (using
Cohen’s Kappa statistic [23]) of the labeling exercise, which was evaluated by taking a
random sample of 100 statements from different policies by three annotators pairwise, comes
out to be roughly 0.75-0.79. It means that our gold set of labels is reliable and robust enough
for various analytical experiments. Our coding schema for all the policy events can be found
in the appendix A (figures A.1 - A.4 and figure A.5).

Table 5.2: Format of the coding schema (for a policy) used for annotations

Column Description

label Annotation of the class
keywords Keywords representing the class
examples Some examples of the class to understand the label

normative definition A more general intuition of the class label
exceptions Some corner cases of labeling

annotatorś feedback Feedback given by the annotator regarding the schema
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METHODOLOGY

In this section, we describe our framework to detect the political ideology of a particular by-
statement. We start off by describing the model of the classifier in detail and then explain the
procedure followed for training for making it a generalizable, entity-independent classifier.

6.1 Model

We use a two-step classifier to predict whether a statement has Pro, Anti or Neutral align-
ment for a policy. The first step – stance detection – is to determine whether the statement
holds any stance concerning the policy or not, i.e., whether it is neutral or non-neutral.
The second step – ideology classification – aims at classifying whether the statement is in
support of the policy or against it, in case it is non-neutral. Models built for both of these
steps have the same architecture and training method.

We use Recursive Neural Networks (RNN) inspired by Iyyer et al. [14], as our predictive
model. They are a type of hierarchical neural network which take into account both the
syntactic and semantic features of the sentence and have been known to achieve state-of-
the-art performance on various NLP tasks like sentiment classification, parsing, paraphrase
detection and political ideology detection. They work on the assumption that the meaning of
each phrase should be a combination of the meaning of the words that form it and the syntax
that combines these words. Each phrase of a sentence can represent different ideologies,
which combine to reflect the overall ideology portrayed by a sentence. The structure of the
RNN takes this into account by first predicting ideologies of the phrases at a low level and
then combining them with learned weights in a bottom-up manner to predict the ideology
of the overall sentence. This kind of a network takes into account the structure of a sentence
as well as the meanings of its individual words. This makes it effective as compared to
other approaches that are based on the absence or presence of certain words or phrases in
the sentence. It is also more effective than the approaches which use HMM-based models,
since it combines information in a hierarchical rather than a linear manner, thus building
the meaning of a sentence from its relevant phrases. Since it was not feasible to annotate
each phrase of a sentence, we assume that the label of a phrase is the same as that of the
by-statement in which it occurs. To break the sentence into phrases, we use the Stanford
Parser to obtain the parse tree of the sentence, which is fed to the model as the input. For
example, for the sentence, “Digital payments will improve the functioning of toll plazas, Das
said.”, the PoS text and the parse tree can be found in the figure 6.1.
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Figure 6.1: Example of a Parse Tree

Figure 6.2: Example of how word representations are combined to form phrase vectors of
the same dimensions

To represent the phrases of the parsed sentence as vectors, embeddings of words forming
a particular phrase are combined to form a phrase vector (figure 6.2) that has the same
dimensions as the word embeddings. If two words wa and wb combine to form a phrase p,
then the vector representation of the phrase xp is given according to the following equation:

xp = f(WL.xa +WR.xb + b1)

where xa and xb are the word embeddings of wa and wb, derived from an embedding matrix
We of dimension d × V , V being the size of the vocabulary. f is a non-linear activation
function, WL and WR are the left and right composition matrices of dimension d × d, and
b1 is a bias term of dimension d× 1. The Ideology of each phrase is then calculated as:

ŷp = softmax(Wcat.xp + b2)
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where Wcat, b2 are parameters of dimension 2× d, 2× 1, and the softmax is

softmax(q) =
exp(q)∑k
i=1 exp(qi)

We use a cross-entropy loss function for training, which for a single statement is given by
combining the loss for all the phrases of the sentence like

l(ŷs) =
k∑

p=1

yp ∗ log (ŷs)

The final cost function consists of a sum of the losses over all the statements in the cor-
pus. Because of a small-sized dataset, we use L2 regularisation to avoid overfitting. The
parameters of the model are optimized using Stochastic Gradient Descent with momentum.

To estimate the performance of the overall model, we employ macro-averaged F-score
Fmacro = FNeutral+FNon−Neutral

2
at Step-1 (stance classification) and Fmacro = FPro+FAnti

2
at

Step-2 (ideology classification).

6.1.1 Word Representation

We use the embedding matrix from word2vec [24] pre-trained on the Google News corpus
to initialize the embedding layer of the model. We have two choices while training the
model: to train the embedding layer along with the whole model or to freeze this layer while
training. We choose to do the latter as we do not have enough training data to learn good
representations of words while also ensuring a model with good performance. The results in
chapter 7 bolster this claim by showing a better model performance with a frozen embedding
layer. While freezing this layer, we rely on our assumption that the initial embedding layer
matrix gives a good enough representation of the word, requiring no additional training.
However, as also shown in chapter 7, simply using the pre-trained vectors does not perform
well, since ideology detection is a complex task that requires fine-grained embeddings, which
are aware of the political context in which a word is used. For example, words like “digital”
and “smart” have a very fine-grained meaning in this domain as they are more likely to refer
to the policy interventions like “Digital India” and “Smart Cities”. Hence, we take the pre-
trained Google News embeddings and fine-tune them before feeding them to the classifier
without using any additional supervision. This is done by re-training a word2vec model,
initialised with the pre-trained embeddings, on domain-specific policy corpus. We use two
collections of articles, one about economic policies and another about technology policies, to
fine-tune the word embeddings for economic and technology classifiers, respectively, which
are then used to initialize the first layer of the model.
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6.1.2 Making classification entity-independent

There is a reasonable improvement in the performance of the classifier when fine-tuned em-
beddings are used. To understand its effects on the performance, we also look at some
examples which are being misclassified while using fine-tuned embeddings but are correctly
classified when using general-purpose embeddings. We find that fine-tuned embeddings of
entities exhibit associations with certain words. For instance, words supporting a policy have
more association with ruling party entities (who rolled out the policy) compared to oppo-
sition party entities. We also find that dominantly anti-policy words associate significantly
with entities of a specific religious group. Such associations often mislead the classifier into
almost always favoring the ideology held by the entities while ignoring the hidden semantics
of their statements. The process also captures undesirable associations such as caste and
religious stereotypes.

Figure 6.3: Leaders in support (blue) & opposition (red) of economic policies

Figure 6.3 qualitatively shows some of the associations by visualizing the representations
through a t-SNE plot. As shown, leaders in support (mostly of the ruling party, BJP) and in
opposition (mostly of the opposition party, INC) of the policy form separate clusters, which
explains the dependence of classifier predictions on entities present in a sentence. Further,
leaders of BJP form a separate cluster, which is closer (measured using cosine-similarity)
to clusters of words like “anti-corruption”, “cashless” which are associated to Pro stance
concerning economic policies launched by BJP. To mitigate this dependence, we compare
two methods of removing the named entities from the corpus before fine-tuning – remove
these entities (black them out), or replace them with their named entity tags. From section
7, we find that fine-tuning results in better overall performance after replacing the named
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entities with their tags, since it preserves the grammar and structure of the sentence. The
proposed model is hereinafter referred as ID-RNN (Ideology Detection - Recursive Neural
Network).



Chapter 7

RESULTS

To account for class imbalance in the dataset, all the experiments are done on a balanced
dataset by either undersampling the majority class or oversampling the minority class.

Table 7.1: Baseline Performance of Non-Neural Methods on Stance Detection (U: Under-
sampling, O: Oversampling, Acc: Accuracy %, F1: F1-Score)

Models

Step-1 (Stance Detection)
Neutral vs Non-Neutral

Economic Technology
U O U O

Acc% (F1) Acc% (F1) Acc% (F1) Acc% (F1)

SVM 66.3 (0.63) 74.1 (0.61) 57.4 (0.50) 78.3 (0.54)
GB 62.6 (0.58) 65.4 (0.60) 40.8 (0.39) 61.9 (0.49)
DTs 59.8 (0.55) 69.3 (0.58) 45.8 (0.44) 66.7 (0.52)
RFs 65.9 (0.61) 78.2 (0.63) 41.8 (0.40) 79.1 (0.52)

Rocchio 68.1 (0.62) 69.7 (0.67) 62.8 (0.56) 78.1 (0.59)
kNN 52.9 (0.51) 66.5 (0.60) 43.8 (0.42) 72.4 (0.58)
NB 70.3 (0.65) 73.2 (0.65) 55.7 (0.48) 73.4 (0.61)
BoW 49.7 (0.49) 62.0 (0.58) 35.4 (0.35) 71.2 (0.56)

Table 7.2: Baseline Performance of Non-Neural Methods on Ideology Classification (U: Un-
dersampling, O: Oversampling, Acc: Accuracy %, F1: F1-Score)

Models

Step-2 (Ideology Classification)
Pro vs Anti

Economic Technology
U O U O

Acc% (F1) Acc% (F1) Acc% (F1) Acc% (F1)

SVM 75.8 (0.74) 70.8 (0.65) 75.4 (0.66) 86.4 (0.36)
GB 68.3 (0.67) 67.5 (0.63) 74.2 (0.66) 79.1 (0.43)
DTs 65.1 (0.64) 67.8 (0.63) 68.1 (0.73) 74.8 (0.38)
RFs 75.9 (0.74) 75.3 (0.68) 76.4 (0.69) 85.8 (0.62)

Rocchio 71.7 (0.70) 70.7 (0.67) 74.3 (0.65) 84.2 (0.55)
kNN 71.2 (0.70) 60.8 (0.64) 56.8 (0.53) 58.6 (0.35)
NB 73.3 (0.72) 73.4 (0.70) 78.3 (0.67) 85.6 (0.45)
BoW 68.2 (0.67) 39.8 (0.33) 63.2 (0.58) 39.8 (0.30)
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7.1 Baselines

We have developed strong baselines for both Step-1 (Stance Detection) and Step-2 (Ideology
Classification) based on machine learning and deep learning models in order to draw a
comparison with our proposed model.

1. Machine learning baselines: We use the following machine learning algorithms as base-
lines: Linear SVMs, Gradient Boosting (GB), Decision Trees (DTs), Random Forests
(RFs), Nearest Centroid (Rocchio), k-Nearest Neighbors Classification (kNN), Naive
Bayes (NB), and Bag of Words (BoW). For each algorithm, we first create a vocabulary
set on the training data and then convert the sentences into TF-IDF representation
before classification. The best baseline for Step-2 (Ideology Classification) gives an ac-
curacy of 75.3% (F1-Score - 0.70) for Economic Policies, and 86.4% (F1-Score - 0.36)
for Technology Policies (with oversampling). The detailed results for these baselines
for both the steps can be found in the tables 7.1 and 7.2.

2. Deep Learning baselines: Apart from a simple Deep Neural Network (DNN), we also
experimented with the widely used Recurrent Neural Networks (RNNs), Convolutional
Neural Networks (CNNs) [17] and Recurrent Convolutional Neural Networks (RCNNs)
[19] as baselines. All these models are initialized with fine-tuned word2vec embeddings
(except for DNN) and trained with 200 epochs using the Adam optimizer with a batch
size of 32. In case of CNN, RNN and RCNN, we preprocess the dataset by first padding
(append a <PAD> token) each sentence to the maximum sentence length of 59, and
then, constructing a vocabulary index and mapping each word to an integer between
0 and 18,765 (the vocabulary size). Each sentence thus becomes a vector of integers.
We now describe the architecture of these models briefly.
(a) DNN: We use TF-IDF vectors as inputs to the DNN, which consists of 4 hidden

layers with 512 nodes in each layer, with a 50% dropout following each dense
layer.

(b) CNN: Convolutional Neural Networks (CNNs) are generally used in computer
vision, however they’ve recently been applied to various NLP tasks [17] and the
results were promising. The result of each convolution will fire when a special
pattern is detected. These patterns could be n-gram word expressions like I
hate,very good,etc. and CNNs can identify them in the sentence regardless of
their position by varying kernel size. It can also learn important words or phrases
through selection from a max pooling layer. However, processing text is difficult
with CNNs because learning an optimal kernel size is challenging. The first
layer uses low-dimensional word vectors as input in the CNN, while the next
layer performs convolutions over these word vectors using multiple filter sizes.
Next, we max-pool the result of the convolutional layer to form a one-dimensional
feature vector, add dropout regularization (of 50%), and classify the result using
a softmax layer.

(c) RNN: RNNs can exhibit dynamic temporal behavior for a time sequence. RNNs
capture contextual information by maintaining a state of all previous inputs.
Since RNNs favor more recent inputs, they’re considered to be relatively more
biased. This baseline model has 3 hidden layers with 256 GRU nodes in each
layer and a recurrent dropout of 20%.
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(d) RCNN: Recurrent Convolutional Neural Networks (RCNN) [19] is also used for
text classification. RCNNs capture the contextual information with the recurrent
structure to construct the text representation using a series of convolutions. It
combines RNN and CNN and exploits the advantages of both techniques simul-
taneously. We use 1D convolutions (with ReLU activation) and 1D max pooling
to obtain a good representation. This is followed by 4 hidden layers of 256 LSTM
nodes with a recurrent dropout of 25%. The output is finally classified using a
softmax layer after passing through a fully connected layer.

The results comparing the performance of our model with these baselines have been
shown in table 7.3 and 7.4.

Table 7.3: Performance comparison of our model (Stance Detection) (ID-RNN) with DL
baselines (U: Undersampling, O: Oversampling, Acc: Accuracy, F1: F1-Score)

Models

Step-1 (Stance Detection)
Neutral vs Non-Neutral

Economic Technology
U O U O

Acc% (F1) Acc% (F1) Acc% (F1) Acc% (F1)

DNN 70.2 (0.55) 75.3 (0.41) 68.4 (0.66) 75.6 (0.53)
RNN 74.4 (0.44) 74.5 (0.58) 77.8 (0.55) 77.5 (0.52)
CNN 70.7 (0.57) 77.3 (0.63) 84.1 (0.70) 83.3 (0.61)
RCNN 71.4 (0.65) 76.1 (0.64) 81.8 (0.71) 80.8 (0.57)

ID-RNN 78.1 (0.75) 78.5 (0.77) 84.6 (0.80) 86.7 (0.90)

Table 7.4: Performance comparison of our model (Ideology Classification) (ID-RNN) with
DL baselines (U: Undersampling, O: Oversampling, Acc: Accuracy, F1: F1-
Score)

Models

Step-2 (Ideology Classification)
Pro vs Anti

Economic Technology
U O U O

Acc% (F1) Acc% (F1) Acc% (F1) Acc% (F1)

DNN 75.1 (0.71) 74.5 (0.63) 74.8 (0.60) 86.3 (0.67)
RNN 72.4 (0.70) 74.2 (0.61) 79.0 (0.64) 84.5 (0.69)
CNN 74.2 (0.70) 75.0 (0.63) 83.3 (0.64) 87.9 (0.71)
RCNN 75.2 (0.72) 77.6 (0.74) 83.2 (0.65) 89.1 (0.78)

ID-RNN 78.9 (0.79) 80.1 (0.81) 85.5 (0.82) 90.7 (0.93)

7.2 Proposed Model (ID-RNN)

In this section, we describe how using different word embeddings and training procedures
affect the performance of our model. Here, we don’t explain the details about the compar-
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isons and experiments for Step-1 (Stance Detection), but primarily focus on Step-2 (Ideology
Classification) that also has similar results. As described in Section 6, word2vec has been
used with various modifications in our model: (a) G-W: Generic embeddings obtained af-
ter training word2vec on the Google News Corpus, (b) D-W: Embeddings obtained after
fine-tuning on a collection of news articles about economic and technology policies, (c) D-W-
NER: Fine-tuned embeddings obtained using the policy corpus after replacing the Person
and Organization type of named entities with their named entity tags, and (d) D-W-BOE:
Fine-tuned embeddings using the policy corpus, after removing entities.

Table 7.5: Effect of different word vector initialization

Model Economic Technology
Accuracy F1 Accuracy F1

G-W 69.8% 0.76 80.2% 0.81
D-W 74.1% 0.79 84.8% 0.89

D-W-NER 80.1% 0.81 90.7% 0.93
D-W-BOE 71.6% 0.78 82.8% 0.71

Table 7.6: Effect of freezing embedding layer (F: frozen, T: trainable)

Model Economic Technology
Accuracy F1 Accuracy F1

G-W(F) 69.8% 0.76 80.2% 0.81
G-W(T) 65.8% 0.70 76.2% 0.76

D-W-NER(F) 80.1% 0.81 90.7% 0.93
D-W-NER(T) 73.7% 0.76 85.6% 0.88

Apart from using different types of embeddings, we also train the model using two
methods: by allowing the input layer weights to train, and by keeping them frozen. For both
the datasets, the minority class is oversampled to account for class imbalance. Initializing
the embedding layer with D-W-NER, with a frozen embedding layer, gives the best results,
with accuracies of 80.1% (F1-score - 0.81) for Economic policies, and 90.7% (F1-score - 0.93)
for Technology policies. This is a significant improvement when compared to G-W with a
trainable embedding layer, which gives accuracies of 65.8% (F1-score - 0.70) on Economic
policies, and 76.2% (F1-score - 0.76) on Technology policies. This boost in performance
is explained in section 6.1.1. The results demonstrating the effect of different word vector
initializations and keeping the embedding layer trainable/non-trainable can be found in
table 7.5 and table 7.6 respectively.

We also observe that using a cascading two-label classifier (Pro/Anti) rather than a
three-label (Pro/Anti/Neutral) classifier provides better results, with the latter resulting in
F1-scores of 0.69 and 0.84, as compared to 0.81 and 0.93 of the former on the economic and
technology datasets, respectively.
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Analysis

Several studies discuss how mass media is ideologically biased [37]. Sen et al. [34] show
how the Indian mass media provides significant coverage to certain ideologies, rather than
presenting a critical examination of policies. Budak et al. [9] talk about how the ideological
bias in news organizations indirectly favors a particular side by criticizing the other side
disproportionately. Our work is an improvement over the study by Sen et al. [34], in that it
uses a more fine-tuned approach of stance detection, unlike the tool based sentiment analysis
approach proposed in their work. Our work studies the ideological position of entities as
well, alongside studying bias in media outlets. In this direction of analysing bias in the
Indian mass media, we answer the following research questions in this section: (a) Which
entities are most supportive or critical of the policies in the mass media? and (b) What is
the ideological slant of media outlets regarding the economic and technology policies?

We have a significantly large dataset, and the models are trained only on an annotated
subset of this dataset. The results and analysis in this section are presented after applying
these trained models on the entire dataset.

8.1 Economic Policies

For this part, we consider our entire dataset of 5990 economic policy-related statements, out
of which our model is trained only on 3855 annotated statements concerning four economic
policies (350 Aadhaar, 1063 Demonetisation, 650 GST and 1792 Farmers’ Protests). We
filter out the neutral statements during the Step-1 (Stance Detection) of our classifier.

8.1.1 Ideological Position of Entities:

We use our ideology detection model to get the count of Pro and Anti statements from every
entity. These counts provide us the overall stance or position of an entity towards a policy.
From this analysis, we find that most leaders of the currently ruling Bharatiya Janta Party
(BJP) (like Narendra Modi, Arun Jaitley, etc.) are more pro-policy (figure 8.1a) than the
opposition leaders (like Rahul Gandhi (INC), Mamata Banerjee (TMC), etc.), who are more
critical of the economic policies (figure 8.1b). This is expected since most of these economic
policies were formulated or implemented during the term of the ruling party (2014-19).
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Our findings can also be corroborated by the statements that are made by these political
leaders on the economic policies. For example, the prime minister Narendra Modi ’s state-
ment on Aadhaar enabled public distribution system (PDS),“The government had detected
3.95-crore bogus ration cards, using technology and Aadhaar numbers to plug leakage in its
social welfare programmes.” shows his admiration towards the Aadhaar policy in detection
of fake ration cards. On the other hand, the leader of opposition Rahul Gandhi ’s statement
on Aadhaar, “For Congress, Aadhaar was an instrument of empowerment. For the BJP,
Aadhaar is a tool of oppression and surveillance.” is indicative of the opposition’s criticism
of the implementation of the policy by the ruling party (BJP). Similarly, we find the minister
of finance Arun Jaitley making the statement, “This is the positive impact of Demonetisa-
tion. More formalisation of economy, more money in the system, higher tax revenue, higher
expenditure, higher growth after the first two quarters.” in favour of Demonetisation. The
leader of opposition Mamata Banerjee on the other hand made the statement, “Demoneti-
sation was not to combat black money. It was only to convert black money into white money
for vested interests of the political party in power.” indicative of her opposition towards the
policy.

8.1.2 Ideological Slant of Mass Media:

Figure 8.2 shows the predicted distribution of statements in various mass media sources.
We see that for each media source, the number of pro-statements far exceeds the number
of anti-statements. We consider two independent samples as the count of pro and anti
statements classified for each of the six media sources. We conduct an independent t-test
with 1-tailed hypothesis to analyse the variability in the pro (M = 531.5, SD = 206.58) and
anti (M = 202, SD = 76.14) samples. The test indicates (t(10) = 2.22, p = .025) that the
media sources under consideration demonstrated statistically significant (p < .05) pro-policy
coverage than anti-policy coverage.

8.2 Technology Policies

For technology-related statements, the analysis is done on 2252 statements (517 Aadhaar,
653 E-Governance, 691 Digital India, and 391 Cashless Payments), while we only have the
annotations of 812 statements. We also examine the predictions qualitatively on the unseen
dataset. A small subset of the predictions has been shown in table 8.1. For more detailed
results, please refer to the supplementary material [4].
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(a) Pro Entities for Economic Policies

(b) Anti Entities for Economic Policies

Figure 8.1: Top 10 Entities (in terms of Pro/Anti statements) for both Economic Domain;
Political Affiliation is denoted by (.)

8.2.1 Ideological Position of Entities:

A similar trend can be seen with the technology policies as well, where the leaders of the
ruling party are found to favor technology strongly (figure 8.3a). For example, statements
like these made by Narendra Modi, the Prime Minister of India, clearly indicate support
towards a technology deterministic viewpoint: “When poor farmers of villages have started
adopting digital payments, now they (middlemen) have started spreading rumors.”. It is also
noted that politicians of the ruling party are strong supporters of the technology policies
rolled out by them. This statement made by Ravi Shankar Prasad on the Digital India policy
clearly indicates the same: “After coming to power, Prime Minister Narendra Modi gave the
vision of Digital India as an important programme to transform India through the power of
technology and bridge the digital divide.”. In contrast, leaders from the opposition parties
(like Rahul Gandhi (INC), Chandrababu Naidu (TDP), etc.) are skeptical (figure 8.3b) of
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Figure 8.2: Percentage of Pro-Statements (economic) amongst various media sources

them. For example, the leader of the opposition, Rahul Gandhi, showed his skepticism
towards the Digital India policy by making the statement: “Digital India cannot become a
euphemism for an Internet controlled by large remote corporations.”. Moreover, we see that
the relative percentage of pro-technology statements is higher than the statements favoring
the economic policies, which shows higher technology favoritism among policymakers.

This tendency of policymakers to propose technology as a solution to many problems has
been studied in previous works as well. Pal et al. [31] show how in order to justify the policy
move of Demonetisation, the Prime Minister increasingly emphasized on the usage of digital
cash and payment wallets by invoking patriotism, technical advancement, and projecting
cashless payment as a one-shot solution to the problems of people. In another study, Pal et
al. [30] discuss how the current Prime Minister of India branded his image as a tech-savvy
modernizer on social media and other platforms.

8.2.2 Ideological Slant of Mass Media:

Similar to economic policies, the media mostly covers statements that reflect technology-
determinism (figure 8.4). We conduct a similar t-test for pro-tech (M = 249, SD = 81.14)
and anti-tech (M = 63.67, SD = 14.76) statements of these six media sources. The test
indicates (t(10) = 3.57, p = .025) that the media sources under consideration demonstrated
statistically significant (p < .05) coverage of tech-deterministic viewpoints as compared to
the other side of the discourse. Additionally, these media sources seem to cover technology
policies even more strongly than the economic policies (table 8.2). For each technology
policy, the relative number of Pro, Anti and Neutral statements as covered by media are
shown in Figure 8.5. It can be seen that as compared to other technology policies, more
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(a) Pro Entities for Tech Policies

(b) Anti Entities for Tech Policies

Figure 8.3: Top 10 Entities (in terms of Pro/Anti statements) for Tech Domain; Political
Affiliation is denoted by (.)

people are found to be neutral regarding the Cashless Payment technologies. Once again,
most of our findings can be corroborated by earlier studies where the authors show how the
Indian mass media is more keen on covering technology driven high-modernistic statements.
For instance, Sen et al. [35] show how pro-technology aspects like Development of Smart
Cities pertaining to the Digital India policy get a high coverage on mass media, while aspects
that discuss the problems of the policy move get negligible coverage.

8.3 Generalizability

All the steps in our methodology until the model building stage are generic enough to be
applied to any policy. The generalizability of our technology classifier model can be realized
qualitatively from its performance on the 1440 unseen statements (table 8.1, more detailed
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Figure 8.4: Percentage of Pro-Statements (technology) amongst various media sources

Figure 8.5: Normalised distribution of the statements amongst technology policies as covered
by media

in the supplementary [4]). To investigate the generalizability of the economic classifier,
we trained our model on three policies and tested on a different policy. We achieve a test
performance (on unseen policy) of 74.8% (F1-0.78) for Aadhaar, 70.7% (F1-0.72) for Demon-
etisation, 76.2% (F1-0.82) for GST and 65.8% (F1-0.68) for Farmers’ Protests after training
on the remaining three policies. Our model performs reasonably well in this set-up except
for Farmers’ Protests, which may be because it requires a significantly different domain
knowledge from the other policies. A misclassified statement like “By 2015, the farmers
of Devanahalli, Kolar and Chikkaballapur will have to migrate elsewhere, says Shivanapura
Ram, a farmer from Devanahalli.” needs the context of farmers’ migration, which results
from poverty and unemployment. Our experiments thus show that our classifiers generalize
well on unseen data, unless the domain of a new policy is significantly different than others.
We are currently trying to improve our approach’s generalizability further.
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8.4 Misclassifications

We also analyzed the statements which have been wrongly classified. Some of them are as
following :

8.4.1 Actually Anti but classified as Pro
1. Given the history of abuse by governments, it is right to ask questions about surveil-

lance, particularly as technology is reshaping every aspect of our lives.

2. Though the country is spending huge amounts to import modern weapons from other
countries, what we get most of the times are outdated technology systems.

3. Describing the Islamic State as one of the best users of Internet technology”, has asked
the armed forces to be prepared for future cyberwars while equipping soldiers for the
physical battlefield.

8.4.2 Actually Pro but classified as Anti
1. Science is universal, but technology has to be local.

2. The commissioning of the facility also symbolizes the country’s capability in estab-
lishing such world-class facilities wherein technology from outside is restricted or not
available.

So, we observe that most of the misclassified statements are either themselves ambiguous
(i.e. it’s a bit confusing to know their gold label otherwise as well), or they have complicated
sentence structures where one phrase is anti while the other is pro or they have some words
which are generally representative of some sentiment e.g. restricted is generally a negative
word and therefore the last sentence is being classified as Anti.

8.5 Sentiment Analysis with ID-RNN

As we know, sentiment analysis tools like Sentistrength work essentially like a bag of words
model where they try to basically count on the presence and absence of certain sentiment-
bearing words. We show in Table 8.3 that our deep learning classifier is able to outperform
Sentistrength on several occasions.

We believe that our model can be further extended to determine the pro/anti stance
of entire articles, in future. It also points towards the possibility of building a pro/anti
government classifier, since the pro-policy statements generally show a high correlation with
the pro-government ideology as the ruling members generally make them.
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Table 8.1: Qualitative Analysis on the unseen technology-related dataset

Tech
Policy Pro Anti

Aadhaar

Observing that at present, over 113
crore residents in India have Aad-
haar, Prasad said that Aadhaar is
safe, let me say proudly that the data
is secure.

The software sometimes fails to read
fingerprints and Aadhaar details of
beneficiaries, forcing them to return
without their monthly quota of sub-
sidised foodgrain, Modi said.

I want to really emphasise that Aad-
haar platform is the biggest anti-
corruption platform in the world.

They are not only opposed to EVMs,
they have problems with technology,
digital transactions, Aadhaar, GST,
BHIM app.

E-Gov.

As many as 73,000 villages will be
brought into banking network with the
help of technology, Pranab Mukherjee
said, adding actions are being taken.

In a series of tweets, Vijay Mallya
said the PM advocates about the use
of technology while the enforcement
agencies don’t take his words seri-
ously and refuse to use technology.

Our government wants to use tech-
nology to curb dishonesty and bring
transparency in governance.

Modi said that the example of break-
ing, addition, and twisting of technol-
ogy is being seen in the form of social
media.

Digital
India

In a fresh push towards digital pay-
ments, Modi on Thursday told busi-
nesses to shun cash and go digital to
bring transparency and root out black
money.

Gandhi said not a single person
has benefitted by the prime ministers
promises of controlling inflation, de-
positing Rs 15 lakh in the accounts
of each citizen and upgrading certain
towns to smart city.

Modi said that in this age, more than
physical connectivity there is need for
information highways.

Retired town planner Ram said: the
challenge of achieving the target of
getting selected for smart city cate-
gory is colossal.

Cashless
Payment

Advocating for cashless transactions,
Modi has said that the large volumes
of liquid cash are a big source of cor-
ruption and black money.

Quelling fears over security of digital
transactions, Babu said that the SBI
had left no stone unturned to ensure
that the data of the users were not
compromised.

This will improve the functioning of
toll plazas, digital payments, Das
said.

It is the same as encouraging cash-
less initiatives without creating in-
frastructure post-demonetisation and
recalling old notes without calibrating
ATMs, said Jamshedpur Petroleum
Dealers’ Association General Secre-
tary.



8.5 Sentiment Analysis with ID-RNN 43

Table 8.2: Relative Pro/Anti Predicted Distribution in Media Sources

Newspaper
Source

Economic Technology
Pro (%) Anti (%) Pro (%) Anti (%)

Deccan Herald 73.6 26.4 85.1 14.9
Hindustan Times 70.6 29.4 84.5 15.5
Indian Express 74.5 25.5 84.6 15.4

New Indian Express 68.1 31.9 80.0 20.0
The Times of India 68.2 31.8 86.3 13.7

Telegraph 70.0 30.0 81.9 18.1
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Table 8.3: Deep learning classifier v/s SentiStrength

Entity Statement Classifier
Stance

Senti
Strength
Score

Explanation for
SentiStrength
Failure

In order to help children suffering
from an e-learning tool has also
been developed by the National In-
stitute of Mentally Handicapped
and all the scholarships will be un-
der one

Pro -3 Mentions word
‘Autism’

Bangalore has enormous energy
and ideas to solve problems.

Pro -1 Mentions word
‘problems’

At UIDAI, we are very strict on
privacy issues.

Pro -2 Mentions word
‘strict’

Earlier farmers used to get insur-
ance of Rs 50,000 on death or per-
manent disability under Raj Sa-
hakar Personal Insurance Scheme,
which now has been increased to
Rs 10 lakh.

Pro -2 Mentions words,
‘death’ and ‘dis-
ability’

Prime Minister Narendra Modi ’s
grand MSP increase for farmers is
like applying a band-aid to a mas-
sive hemorrhage.

Anti 1 Sarcasm

Just because it is possible to hack
a network did not mean that tech-
nology must not be deployed.

Pro -1 Negation

Aadhaar would turn into a boon
for marginalized or vulnerable
groups to get access to many ser-
vices with the help of single iden-
tity number opined.

Pro -1 Mentions words
like weak &
marginalised
sections

In the long term, this landmark
step will increase the size of the
official economy and reduce the
shadow economy

Pro 0 Has both the
words ‘increase’
and ‘reduce’

The Pradhan Mantri Jan-Dhan
Yojana provides a platform for
changing the economic condition of
our people.

Pro 0 Mentions
’change’ rather
than direct pos-
itive words like
’better’



Chapter 9

Conclusion and Future work

In this paper, we propose a framework to study the ideological biases existing in the Indian
mass media, in terms of the statements covered by them on key economic and technology
policies. We use an RNN based model to classify the statements made by influential elites on
mass media into three classes of pro-policy, anti-policy, and neutral. Based on the coverage
provided to these statements, we measure the ideological bias of different news-sources. Our
findings indicate that the Indian news-sources generally cover the statements favoring the
policies much more than those criticizing them, and take a pro-technology standpoint on
technology policies. Our framework is generic enough to be applied to any other domain of
ideology classification and presents a fine-tuned approach to detect the ideological position
from policy discourse accurately. We believe that our framework and findings can serve
towards pushing the Indian mass media towards greater self-regulation, enabling diversity
in content publication, and educating the public about different viewpoints on key policies.

There are definitely some interesting directions to be pursued following the results we
have achieved.

9.1 Tree LSTMs

Recursive Neural Networks sometimes fail to detect the change in stance in the tree struc-
ture. To facilitate this, TreeLSTMs [40] should be tried to better learn when to ignore the
information of the sub-tree. TreeLSTMs are another kind of deep neural network that in-
corporates the hierarchical nature of sentences. TreeLSTM is a variant of ReNN where each
node unit is an LSTM cell. There is a forget gate for each child of a node. Some papers
claim to achieve better results using TreeLSTMs than those found by using recursive neural
networks. Applying TreeLSTMs to our domain is definitely one interesting idea to work
upon.

9.2 Fairness & Generalisability

We need to make better sense about the fairness of our model in terms of its predictions
when assessed across different mass media sources. We need to find better ways to improve
the generalisability of the classifier to new policies, and also need to design metrics that can
quantitatively estimate the same.
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9.3 Balanced Binary Trees

Also, it would be worth trying changes in the structure of the trees while incorporating Bal-
anced Binary Trees [36] instead of the syntax trees. Balanced Binary Trees are constructed
by building a balanced binary tree while using the words as leaves. They can make the
trees more shallow so that the model can learn quickly and better. As mentioned in (Shi et
al., 2018)[36] these trees give almost the same and even slightly better than syntax trees on
some benchmarks.

9.4 Phrase-Level Labelings

The Recursive neural network model can be trained while incorporating the phrase level
annotations. Although developing such a dataset is a challenge but (Iyyer et al., 2014)[14]
show that phrase-level annotations improve the performance of the model. This is expected
because in this case, the model is able to learn bottom-up from the phrase-level stance labels.
Currently, in our work, we use the main root label and propagate it to all the phrases but
this can potentially affect the accuracy of the classifier a lot since phrase labeling may not
translate to the statement labeling in some cases.

9.5 Larger Dataset

The deep learning model performs quite well despite the limitation of the size of the dataset.
However, it is certainly a promising idea to train the models over a much larger dataset as
that would be able to truly unleash the powers of deep neural networks. It might require
crowd-sourcing resources for being able to develop the ground truth for such a large dataset.

9.5.1 COVID-19 Relief Economy Policy

The government and the Reserve Bank of India have come out with a fiscal stimulus and a
number of relief measures to protect the economy from the adverse impact of the ongoing
Covid-19 crisis. Now these entail a large number of announcements that will directly or
indirectly benefit the common people. This includes various economic relief measures target
towards Micro, Medium and Small Enterprises ("MSMEs"), Defense Sector, Power Sector,
Tax Measures, Ease of doing business measures, etc.
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9.5.2 Aarogya Setu Tech Policy

Many countries have been attempting to supplement the work being done by health officials
in tackling the COVID-19 pandemic with technology interventions. In India too, the Aarogya
Setu app to track and alert those who physically come close to those who test positive for
COVID-19, has aggressively been promoted by the government. Even as the govt pushes for
aggressive adoption of its contact-tracing app, Aarogya Setu, privacy-focused groups such
as the Internet Freedom Foundation (IFF) are raising alarm over its compliance with the
globally-held privacy standards, while also recommending privacy prescriptions for these
technology-based interventions.

9.6 Unstructured Datasets

It sounds very interesting to extend the idea to unstructured datasets. These days, social
media has become a prominent platform for all kinds of discussions including the political
& economic discussions. However, there are differences in the type of statements found in
mass media to the ones found on Twitter. These differences have to be adequately addressed
in the approach and consequently be learned by the model.

9.7 Sub-classification of biases

We can further sub-classify biases with respect to political parties:

• Newspaper speaking for or against a candidate

• Newspaper speaking for or against a party (generally found in opinion pieces): Here,
the subject is implicit (the author writing an article where a party is mentioned)

• One party’s candidate speaking against another party’s candidate, or speaking for
his/her party’s candidate

• One party’s candidate speaking against another party, or speaking for his/her own
party

• One party’s candidate speaking against another party’s policy, or speaking for his/her
own party’s policy

• Newspaper speaking for or against a party’s policy
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9.8 Other Tweaks

Along with the above one could also explore some little tweaks in Iyyer et al. (2014)[14] such
as using tree representation which is the representation of root concatenated with the average
of the rest of the nodes in the tree instead of just root representation. Also, Iyyer et al.
(2014)[14] report better accuracy by initialization of weight matrix to I/2, i.e, giving equal
weight to each child of nodes initially. Moreover, it makes sense to try feature engineering.
Some features like Part of speech tags are worth including in the list of experiments to be
pursued.
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SUPPLEMENTARY

A.1 Examples of different classes of By-Statements

Table A.1: Examples of Pro by-statements extracted

Policy By-Statements

Aadhaar 1. This makes it not only one of the most accurate, but soon to be
the largest biometric system in the world," UIDAI Chairman Nandan
Nilekani said in a statement here.
2. Dalwai said the second phase of Aadhaar enrolments would be more
stringent and foolproof, both at the enrolment level and data uploading
level.

Demonetisation 1. Now there will be fewer cash transactions and an increase in digital
currency, Jaitley said.
2. In the wake of new currency note of a higher denomination of Rs
2,000 being introduced, such a cap on cash transactions would ensure
that it does not become easy for hoarders to stack illicit savings in the
higher denomination notes.

GST 1. The GST is beneficial for the poor people of the states represented
by them because those states will economically benefit the most from
GST, Modi said.
2. Terming GST as the most historic reform in India, Modi said it
will be implemented from next month in an apparent reference to the
scheduled date of July 1.

Farmers’
Protests

1. A sincere attempt will be made to provide water to standing crops
of our farmers, Siddaramaiah said.
2. Fadnavis told the villagers, we are making effort to ensure the
investment cost in the agriculture is reduced to minimise the financial
losses incurred by the farmers.



A.1 Examples of different classes of By-Statements 50

Technology 1. PM Modi also asked students to embrace the challenge of accepting
newer technologies and said that they must not lose morale after facing
setbacks while innovating new things.
2. UIDAI Chairman Nandan Nilekani said the government is using
state-of-the-art technology to ensure Aadhaar provides the best service
for the people.

Table A.2: Examples of Anti by-statements extracted

Policy By-Statements

Aadhaar 1. Modi said the banks should redouble efforts in financial literacy and
seeding of Aadhar numbers with bank accounts needs to improve.
2. Dalwai said the response received by UIDAI was too overwhelm-
ing and that there was an immediate need to enhance infrastructure,
especially pertaining to processing of enrolments.

Demonetisation 1. It is common sense that if 86% of the cash is taken out of the
market, there will be problems, said, adding that the government should
have prepared itself better before making the announcement.
2. Terming such acts as blatant fraud and cheating on the people,
Amarinder once again demanded a review of the demonetisation policy
to minimize the woes of the people".

GST 1. Addressing the traders, Gandhi said, Modi has enforced ’Gabbar
Singh Tax’ (GST), which has ’destroyed’ your business.
2. Gandhi also said if his party comes to power, it would change the
GST and abolish the 28 per cent gst slab.

Farmers’
Protests

1. Puttanniah said chief minister Siddaramaiah had said that the pro-
duction of foodgrains in the state has declined by 15,000 tonnes, but
he has not bothered to safeguard the farmers’ interest.
2. Gandhi had earlier said he will not let prime minister Narendra
Modi sleep until all farmer loans have been waived off.

Technology 1. Fast-changing technologies like digitalization and climate change
pose a challenge to the current as well as future generations, Modi
said.
2. "Matching such state-of-the-art systems could be a technological
nightmare for Indian counterparts," Mohan said.
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Table A.3: Examples of Neutral by-statements extracted

Policy By-Statements

Aadhaar 1. Those without Aadhaar numbers will be given an opportunity to
enrol for a UID number, Gautham said.
2. If you want to use Aadhaar authentication, then your devices will
have to be registered with us, Ajay Bhushan Pandey, CEO of UIDAI
told PTI.

Demonetisation 1. In order to ease the cash situation, the government has formed
a team of seven joint secretaries to monitor on a regular basis the
shortage of the currency.
2. Attorney General Mukul Rohatgi said that old currency notes worth
Rs 8000 crore collected by DCCBs across the country have been allowed
to be deposited in the Reserve Bank of India (RBI).

GST 1. Congress leader Gandhi had also tweeted government says 99 per-
cent of goods will be at 18 percent GST.
2. Mr. Ramakrishna Naidu, in the letter, said there was a reduction
in effective rates of tax on several goods under the GST.

Farmers’
Protests

1. Beyond that as the central government, I have nothing to say,
Arun Jaitley told reporters when asked if the center will intervene on
the issue of farm loan waivers and related protests.
2. Confirming the date of the meeting, Chief Secretary Nagar also
said that other proposals besides the loan waiver will be finalised on
monday.

Technology 1. We plan to more than double the software robots to over 500 by end
of this fiscal, Chanda Kochhar, MD, and CEO, ICICI Bank, said.
2. Siddaramaiah said it is also proposed to establish artificial intelli-
gence and robotics center at IIIT, Bengaluru at a cost of Rs five crore.

Table A.4: Examples of Balanced by-statements extracted

Policy By-Statements

Aadhaar 1. As parties like BJD opposed the move to make Aadhaar mandatory
for filing of income tax returns and making the PAN application, Jait-
ley said linking of Aadhaar with PAN was necessary as people have
multiple pan cards and are using it as a tool for tax evasion.
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Demonetisation 1. Hitting back at singh, who had called Demonetisation an organised
loot and legalised plunder, Modi said, he (Manmohan) had perfected
the art of bathing under a shower with raincoat on and so there was
no blot on him despite all the scams that occurred during his tenure.
2. The contraction in industrial production in December as per the
latest data is the fallout of Demonetisation and expansion is expected
in the coming months, finance minister Arun Jaitley said on Friday.

GST 1. Finance minister Arun Jaitley could announce tax incentives for
individuals and firms to boost consumer demand, amid lingering un-
certainty over the implementation of a nationwide goods and services
tax, said one of the officials.
2. Claiming victory of the Congress in its opposition of the land ac-
quisition amendment bill moved by the center as six out of total nine
important changes were taken back, Ram said the congress was in fa-
vor of the passage of goods and services tax (GST) bill but wanted four
changes in its present form.

Farmers’
Protests

1. At a review meeting held this week with district collectors to assess
the drought situation, Chief Minister Devendra Fadnavis told the local
administration, while the efforts that have helped reduce farmer sui-
cides are laudable, we still have a formidable task ahead.
2. Mr Modi said that his government stand by farmers and jawans of
the country and blamed the Congress government for always befooling
them and never thinking about their welfare.

Technology 1. Taking on the opposition and accusing it of misguiding people over
cashless transactions, Modi said that while on one hand, they claimed
that Rajiv brought about the telecom revolution, on the other they con-
tradict themselves by saying that their countrymen don’t have means
for cashless transactions.
2. In his address, Pranab Mukherjee said that demonetization has
resulted in the temporary slowdown of the economy but as more and
more transactions become cashless, it will improve the transparency of
the economy.
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A.2 Coding Schema

Please refer to figures A.1 - A.4 and figure A.5 for the coding schema of economic and
technology policies respectively.

Figure A.1: Coding Schema - Aadhaar
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Figure A.2: Coding Schema - Demonetisation
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Figure A.3: Coding Schema - GST
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Figure A.4: Coding Schema - Farmers’ Protests
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Figure A.5: Coding Schema - Technology



Appendix B

IMPORTANT CODE SNIPPETS

B.1 By-Statement Extraction and Entity-Specific Cov-
erage Analysis

1 de f en t i t ySpe c i f i cCove r ag eAna l y s i s ( doc_set , entity_keywords , entity_name ,
e_a l i a s e s ) :

2 ’ ’ ’
3 Finds the s en tence s that are about or by the en t i t y
4 : param doc_set : s e t o f s en t ence s
5 : param entity_keywords : keywords as to which en t i t y to i d e n t i f y in the

sentence .
6 : r e turn : onTarget_sentences , byTarget_sentences , removed_sentences ,

onTargetTopic , byTargetTopic
7 ’ ’ ’
8 sNLP = StanfordNLP ( )
9 onTarge tArt i c l e s = [ ]

10 byTarge tArt i c l e s = [ ]
11 removedArt ic l e s = [ ]
12 short_entity_name = ’ ’ . j o i n ( entity_name . s p l i t ( ) ) . lower ( )
13 entity_keywords . append ( short_entity_name )
14 f o r i in range ( l en ( doc_set ) ) :
15 t ex t = pr ep ro c e s s t e x t ( doc_set [ i ] )
16 f o r a l i s in e_a l i a s e s :
17 t ex t = text . r ep l a c e ( ’ ’ + a l i s . lower ( ) + ’ ’ , ’ ’ +

short_entity_name + ’ ’ )
18 t ex t = text . r ep l a c e ( ’ ’ + a l i s . lower ( ) + ’ . ’ , ’ ’ +

short_entity_name + ’ . ’ )
19 t ex t = text . r ep l a c e ( ’ ’ + a l i s . lower ( ) + ’ , ’ , ’ ’ +

short_entity_name + ’ , ’ )
20 t ry :
21 pos_text = sNLP . pos ( t ex t )
22 except j son . decoder . JSONDecodeError :
23 pr in t ( ’ JSON_Decode_Error : ’ , t ex t )
24 cont inue
25 parse_text = sNLP . dependency_parse ( t ex t )
26 s t a t e 1 = False
27 s t a t e 2 = False
28 f o r pt in parse_text :
29 i f ( ( pt [ 0 ] == ’ nsubj ’ ) or ( pt [ 0 ] == ’nmod ’ ) or ( pt [ 0 ] == ’amod ’ )

or ( pt [ 0 ] == ’ dobj ’ ) ) and ( ( pos_text [ pt [ 1 ] − 1 ] [ 0 ] in entity_keywords ) or
( pos_text [ pt [ 2 ] − 1 ] [ 0 ] in entity_keywords ) ) :
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30 i f ( ( pt [ 0 ] == ’ nsubj ’ ) and ( pos_text [ pt [ 1 ] − 1 ] [ 0 ] in
fixed_keywords or pos_text [ pt [ 2 ] − 1 ] [ 0 ] in fixed_keywords ) ) :

31 s t a t e 2 = True
32 e l s e :
33 s t a t e 1 = True
34 i f s t a t e 1 :
35 onTarge tArt i c l e s . append ( text )
36 i f s t a t e 2 :
37 byTarge tArt i c l e s . append ( text )
38 e l s e :
39 removedArt ic l e s . append ( text )
40 re turn ( onTargetArt i c l e s , byTargetArt i c l e s , removedArt ic l e s )

B.2 Fine-tuning Word2Vec

1 de f get_domain_model ( corpus , word2vec_model ) :
2 # check s i z e o f embedding o f word2vec
3 embedding_dim = word2vec_model . v e c t o r s [ 0 ] . shape [ 0 ]
4 domain_model = gensim . models . Word2Vec( s i z e =300 , alpha =0.025 , window=5,

min_count=2, max_vocab_size=None , sample =0.001 , workers=4, min_alpha
=0.0001 , sg=0, hs=0, negat ive =5, ns_exponent =0.75 , cbow_mean=1)

5 domain_model . build_vocab ( corpus )
6 total_examples = domain_model . corpus_count
7 domain_model . build_vocab ( [ l i s t ( word2vec_model . vocab . keys ( ) ) ] , update=True

)
8 domain_model . intersect_word2vec_format ( pretrained_embeddings_path , b inary

=True , l o c k f=lock_fac to r )
9 domain_model . t r a i n ( corpus , total_examples=total_examples , epochs=1)

10 re turn domain_model

B.3 Recursive Neural Network

1 c l a s s RecursiveNN (nn . Module ) :
2 de f __init__( s e l f , word_embeddings , vocab , embedSize=300 , numClasses=2,

beta = 0 . 3 , use_weight = True , non_trainable = non_trainable ) :
3 super ( RecursiveNN , s e l f ) . __init__ ( )
4 s e l f . embedding = nn . Embedding . from_pretrained (word_embeddings )
5 s e l f . embedding . weight . requires_grad = True
6 i f non_trainable :
7 s e l f . embedding . weight . requires_grad = False
8 e l s e :
9 s e l f . embedding = nn . Embedding ( l en ( vocab ) , embedSize )

10 s e l f . embedding = nn . Embedding ( l en ( vocab ) , embedSize )
11 s e l f .W = nn . Linear (2∗ embedSize , embedSize , b i a s=True )
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12 s e l f . nonLinear = torch . tanh
13 s e l f . p r o j e c t i o n = nn . Linear ( embedSize , numClasses , b i a s=True )
14 s e l f . nodeProbList = [ ]
15 s e l f . l a b e l L i s t = [ ]
16 s e l f . l o s s = Var ( torch . FloatTensor ( [ 0 ] ) )
17 s e l f .V = vocab
18 s e l f . beta = beta
19 s e l f . use_weight = use_weight
20 s e l f . tota l_rep = None #
21 s e l f . count_rep = 0 #
22 s e l f . numClasses = numClasses
23

24 de f t r a v e r s e ( s e l f , node ) :
25 i f node . i s L e a f :
26 i f node . getLeafWord ( ) in s e l f .V: # check i f r i g h t word i s in

vocabulary
27 word = node . getLeafWord ( )
28 e l s e : # otherwi se use the unknown token
29 word = ’UNK’
30 currentNode = ( s e l f . embedding (Var ( torch . LongTensor ( [ i n t ( s e l f .V[

word ] ) ] ) ) ) )
31 e l s e : currentNode = s e l f . nonLinear ( s e l f .W( torch . cat ( ( s e l f . t r a v e r s e (

node . l e f t ) , s e l f . t r a v e r s e ( node . r i g h t ) ) , 1 ) ) )
32 currentNode = currentNode /( torch . norm( currentNode ) )
33 a s s e r t node . l a b e l !=None
34 s e l f . nodeProbList . append ( s e l f . p r o j e c t i o n ( currentNode ) )
35 s e l f . l a b e l L i s t . append ( torch . LongTensor ( [ node . l a b e l ] ) )
36 loss_weight = 1− s e l f . beta i f node . annotated e l s e s e l f . beta
37 s e l f . l o s s += ( loss_weight ∗F. cross_entropy ( input=torch . cat ( [ s e l f .

p r o j e c t i o n ( currentNode ) ] ) , t a r g e t=Var ( torch . cat ( [ torch . LongTensor ( [ node .
l a b e l ] ) ] ) ) ) )

38 i f not node . i sRoot ( ) :
39 i f s e l f . tota l_rep i s None :
40 s e l f . tota l_rep = currentNode . data . c l one ( )
41 e l s e :
42 s e l f . tota l_rep += currentNode . data . c l one ( )
43 s e l f . count_rep += 1
44 re turn currentNode
45

46 de f t r ave r s e_te s t ( s e l f , node ) :
47 i f node . i s L e a f :
48 i f node . getLeafWord ( ) in s e l f .V: # check i f r i g h t word i s in

vocabulary
49 word = node . getLeafWord ( )
50 e l s e : # otherwi se use the unknown token
51 word = ’UNK’
52 currentNode = ( s e l f . embedding (Var ( torch . LongTensor ( [ i n t ( s e l f .V[

word ] ) ] ) ) ) )
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53 e l s e : currentNode = s e l f . nonLinear ( s e l f .W( torch . cat ( ( s e l f .
t r ave r s e_te s t ( node . l e f t ) , s e l f . t r ave r s e_te s t ( node . r i g h t ) ) , 1 ) ) )

54 currentNode = currentNode /( torch . norm( currentNode ) )
55 # as s e r t node . l a b e l !=None
56 s e l f . nodeProbList . append ( s e l f . p r o j e c t i o n ( currentNode ) )
57 loss_weight = 1− s e l f . beta i f node . annotated e l s e s e l f . beta
58

59 i f not node . i sRoot ( ) :
60 i f s e l f . tota l_rep i s None :
61 s e l f . tota l_rep = currentNode . data . c l one ( )
62 e l s e :
63 s e l f . tota l_rep += currentNode . data . c l one ( )
64 s e l f . count_rep += 1
65 re turn currentNode
66

67 de f forward ( s e l f , x ) :
68 s e l f . nodeProbList = [ ]
69 s e l f . l a b e l L i s t = [ ]
70 s e l f . l o s s = Var ( torch . FloatTensor ( [ 0 ] ) )
71 s e l f . t r a v e r s e ( x )
72 s e l f . l a b e l L i s t = Var ( torch . cat ( s e l f . l a b e l L i s t ) )
73 re turn torch . cat ( s e l f . nodeProbList )
74

75 de f getLoss ( s e l f , t r e e ) :
76 nodes = s e l f . forward ( t r e e )
77 p r ed i c t i o n s = nodes .max(dim=1) [ 1 ]
78 l o s s = s e l f . l o s s
79 re turn p r ed i c t i on s , l o s s
80

81 de f getRep ( s e l f , t r e e ) :
82 s e l f . count_rep = 0
83 s e l f . tota l_rep = None
84 s e l f . nodeProbList = [ ]
85 s e l f . l a b e l L i s t = [ ]
86 s e l f . l o s s = Var ( torch . FloatTensor ( [ 0 ] ) )
87

88 root_rep = s e l f . t r a v e r s e ( t r e e )
89

90 re turn ( torch . cat ( ( root_rep , s e l f . tota l_rep / s e l f . count_rep ) ,1 ) ) . data .
numpy( ) .T. f l a t t e n ( )

91

92

93 de f p r ed i c t ( s e l f , t r e e s ) :
94 pbar = progre s sbar . ProgressBar ( widgets=widgets , maxval=len ( t r e e s ) ) .

s t a r t ( )
95 preds = [ ]
96 f o r j , t r e e in enumerate ( t r e e s ) :
97 nodes = s e l f . forward ( t r e e . root )
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98 p r ed i c t i o n s = nodes .max(dim=1) [ 1 ]
99 preds . append ( p r e d i c t i o n s )

100 pbar . update ( j )
101 pbar . f i n i s h ( )
102 re turn preds
103

104

105 de f eva luate ( s e l f , t r e e s ) :
106 pbar = progre s sbar . ProgressBar ( widgets=widgets , maxval=len ( t r e e s )

) . s t a r t ( )
107 n = nAll = correctRoot = co r r e c tA l l = 0 .0
108 tp = [1 e −2]∗ s e l f . numClasses
109 fp = [1 e −2]∗ s e l f . numClasses
110 fn = [1 e −2]∗ s e l f . numClasses
111 f 1 = [ 0 . ] ∗ s e l f . numClasses
112 f o r j , t r e e in enumerate ( t r e e s ) :
113 pr ed i c t i on s ,_ = s e l f . getLoss ( t r e e . root )
114 c o r r e c t = ( ( p r e d i c t i o n s . cpu ( ) . data ) . numpy( )==( s e l f . l a b e l L i s t .

cpu ( ) . data ) . numpy( ) )
115 c o r r e c tA l l += co r r e c t . sum( )
116 nAll += np . shape ( c o r r e c t . squeeze ( ) ) [ 0 ] i f np . s i z e ( c o r r e c t ) !=1

e l s e 1
117 correctRoot += co r r e c t . squeeze ( ) [ −1] i f np . s i z e ( c o r r e c t ) !=1

e l s e c o r r e c t [ −1]
118 f o r i in range ( s e l f . numClasses ) :
119 s i z e = np . s i z e ( ( p r e d i c t i o n s . cpu ( ) . data ) . numpy( ) )
120 i f s i z e !=1:
121 pred = ( p r ed i c t i o n s . cpu ( ) . data ) . numpy( ) . squeeze ( ) [ −1]
122 ac tua l = ( s e l f . l a b e l L i s t . cpu ( ) . data ) . numpy( ) . squeeze

( ) [ −1]
123 e l s e :
124 pred = ( p r ed i c t i o n s . cpu ( ) . data ) . numpy( ) [ −1]
125 ac tua l = ( s e l f . l a b e l L i s t . cpu ( ) . data ) . numpy( ) [ −1]
126 i f pred==i and ac tua l==i :
127 tp [ i ]+=1
128 e l i f pred==i and ac tua l != i :
129 fn [ i ]+=1
130 e l i f pred==i and ac tua l != i :
131 fp [ i ]+=1
132 n += 1
133 pbar . update ( j )
134 f o r i in range ( s e l f . numClasses ) :
135 p =(1.0∗ tp [ i ] / ( tp [ i ]+ fp [ i ] ) )
136 r =(1.0∗ tp [ i ] / ( tp [ i ]+ fn [ i ] ) )
137 f 1 [ i ] = (2∗p∗ r ) /(p+r )
138 pbar . f i n i s h ( )
139 re turn correctRoot / n , c o r r e c tA l l /nAll , f 1
140
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141 de f eva l_sent_lv l ( s e l f , t r e e s , c l f ) :
142 pbar = progre s sbar . ProgressBar ( widgets=widgets , maxval=len ( t r e e s ) ) .

s t a r t ( )
143 n = nAll = correctRoot = co r r e c tA l l = 0 .0
144 X_predict = [ ]
145 Y_gold = [ ]
146 f o r j , t r e e in enumerate ( t r e e s ) :
147 tree_rep = model . getRep ( t r e e . root )
148 X_predict . append ( tree_rep )
149 Y_gold . append ( t r e e . root . l a b e l )
150 acc = c l f . s c o r e (np . array ( X_predict ) , np . array (Y_gold ) )
151 re turn acc
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