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Abstract—There is a huge necessity for tools that implement accessibility in Software Engineering (SE) education. The use of diagrams to teach software development is a very common practice, and there are a lot of UML diagrams represented as images in didactic materials that need an accessible version for visually impaired or blind students. Machine learning techniques, such as deep learning, can be used to automate this task. The practical application of deep learning in many classification problems in the context of SE is problematic due to the large volumes of labeled data required for training. Transfer learning techniques can help in this type of task by taking advantage of pre-trained models based on Convolutional Neural Networks (CNN), so that better results may be achieved even with few images. In this work, we applied transfer learning and data augmentation for UML diagrams classification on a dataset specially created for the development of this work, containing six types of UML diagrams. The dataset was also made available as a contribution of this work. We experimented three widely-known CNN architectures: VGG16, RestNet50, and InceptionV3. The results demonstrated that the use of transfer learning contributes for achieving good results even using scarce data. However, there is still a room for improvement regarding the successful classification of the UML diagrams addressed in this work.

Index Terms—Software Engineering Education, UML diagrams, Deep Learning, Transfer Learning, Assistive Technologies

I. INTRODUCTION

Science, Technology, Engineering and Maths (STEM) undergraduate courses have often been cited as difficult to learn for people who have some form of visual impairment or blindness [1]. Several aspects of reading are easily accessible for students with vision impairments because screen reading technologies are able to manage the text. However, the problems arise when equations, graphs and diagrams are used.

Diagrams are very common in Software Engineering education. Particularly, the use of UML (Unified Modeling Language) [2] diagrams is of vital importance for teaching object-oriented techniques or more advanced concepts [3]. UML is a visual language designed to model large object-oriented software systems using a diagram notation. Furthermore, this language is the standard modeling language adopted by the Software Engineering industry [4]–[6].

Currently, UML diagrams use to be described and stored in the form of digital images. In addition, we know that the current educational context imposes increasing attention to the aspects of accessibility. So, it would be opportune to describe these diagrams in an alternative language (text, sound or physical devices) which facilitates access to information for blind or low vision people.

The task of image description for accessibility has been carried out with great effort by various content producers, producing high-quality tools that assist in the image description. To the best of our knowledge, the work of Bine et al. [7] is one of the few studies whose objective is to create a model that can be used in the construction of assistive tools for visually impaired students. However, their work only focus on the classification of diagrams related to Theory of Computation, not including UML diagrams.

A systematic literature review [8] summarizes studies whose goal is to turn diagrams accessible for blind or visually impaired from courses in the STEM field. Only a few studies (three among 26) address the UML diagrams, not considering the classification in the context of assistive technologies.

The few studies that automatically classify the images as UML diagrams perform a binary classification to determine if the image is a UML class diagram or a non-UML class diagram [9]–[12]. Despite UML class diagrams are the most used ones, there are other frequently used UML diagrams [4], [5]. So, there is a lack of studies about the classification of a comprehensive set of UML diagrams aiming at providing more specific solutions for the extraction of information from UML diagrams represented in the image format. We infer that the reason for this lack of studies happens because the practical application of modern machine learning techniques, such as deep learning, requires a large volume of labeled data for training [13]. This is a limitation for many classification problems in the context of Software Engineering, including the UML diagrams classification. Transfer learning techniques apply pre-trained models to improve the classification results. Thus, transfer learning can be explored together with machine learning techniques in order to achieve satisfactory results even when there are not so many images available for training.

Our project goal is to support the creation and manipulation of didactic materials and books, which contain UML diagrams, aiming to make them accessible to visually impaired students. Thus, in this work we performed the first step of the project, which consists of an exploratory study to apply Convolutional Neural Networks (CNN) in the task of UML diagrams classification. In addition to CNN, we employed transfer learning and data augmentation aiming to take advantage from pre-trained models. These ML techniques proved to be effective in circumventing issues provoked by the scarcity of data.

Firstly, we create a dataset containing several images of the six most commonly used UML diagrams, namely class
diagram, use case diagram, sequence diagram, component diagram, activity diagram and deployment diagram [4]. Then, we apply transfer learning and data augmentation for UML diagrams classification on this dataset. We experimented three widely-known CNN architectures: VGG16, ResNet50, and InceptionV3. The results demonstrated that the use of transfer learning allows achieving good results even using scarce data. However, the obtained results pointed out that the UML diagram classification is a complex problem that needs further studies for improving the classification accuracy, especially considering class diagrams.

The main contributions of our work are twofold: (i) the dataset that encompasses images of six different types of UML diagrams created for the development of this work, which will be made available upon the paper acceptance; and, (ii) the preliminary results of our work and the lessons learned, which shed light on the automatic classification of a more comprehensive set of UML diagrams.

This paper is organized as follows: Section II briefly describes some concepts from machine learning used in this work; Section III addresses related works; Section IV presents the study design; Section V discusses the results obtained; Section VI presents the lessons learned; and finally, Section VII brings some concluding remarks.

II. MACHINE LEARNING TECHNIQUES

In this section we briefly describe the main machine learning techniques used in this work.

A. Convolutional Neural Networks (CNN)

CNN is a specific type of neural network, and currently it is one of the most famous deep models used by the machine learning research community to address image classification tasks. This model is based on ideas originally proposed by LeCun [14], and it is designed such a way that it can naturally deal with data in the form of a matrix. This is one reason why the model is quite suitable for image classification. CNN is composed of several layers which correspond to different levels of representation, and the number of layers determines the depth of the model. The model starts with the raw image to feed the input layer, and after the transformations performed on the following layers, through a backpropagation algorithm, representations for more abstract concepts are obtained. One of the key aspects in this method is that these layers are automatically learned. This is why the term “feature learning” was coined to refer to this process.

Different CNN architectures have been proposed on the last decade aiming to provide models each time better to perform image classification. In this work we selected three of these models, widely-used in the recent literature to address image classification tasks in a wide range of applications: VGG16, Inception V3, and ResNet50.

The VGGNet architecture [15] presents good results on image classification tasks. It is a very deep model based on very small convolution filters \((3 \times 3)\) with a pool layer added after every two or three convolutional layers. The two most used models derived from the original VGG are VGG16 and VGG19, with 16 and 19 weight layers respectively.

Inception V3 [16] is the third version of GoogleLeNet (also known as Inception V1), the winner of the detection challenge on the ILSVRC 2014 contest. In the second and third versions of the architecture, the creators introduced some small changes in the way how the model performs convolutional operations, among others, such a way the computational time decreased and the accuracy of the model increased.

ResNet-50 [17] is a 50 layers depth network derived from the original ResNet, proposed in 2015, which can have up to 152 layers in total. The model is able to learn residual representation functions, not directly learning the signal representation itself. ResNet also introduced the concept of skip connections (i.e. shortcuts to jump over some layers). This model was the winner of the ILSVRC 2015 contest in image classification, detection and localization modality, and it was also the winner of MS COCO 2015 on image detection and segmentation tasks.

B. Transfer Learning

Transfer learning is a method widely-used in computer vision that allows building accurate models in a time saving way [18]. With transfer learning, instead of starting the learning process from scratch, we can start from patterns that have been learned when solving a different problem. This way we leverage previous learnings and avoid starting from scratch.

In computer vision, transfer learning is expressed through the use of pre-trained models. A pre-trained model is a model usually trained on a large benchmark dataset to solve a problem similar to the one we want to solve. Accordingly, due to the computational cost of training such models, it is a common practice to import and use models from published literature (e.g. using already established models: VGG, Inception and ResNet), most of the times created from quite huge image datasets. This way, transfer learning can also be seen as a strategy to deal with the lack of data samples, as we can take benefit from knowledge learned from huge datasets. A comprehensive review of pre-trained models’ performance on computer vision problems using data from the ImageNet [19] is presented by Canziani et al. [20].

Marcelino et al. [21] define three strategies to replace the original classifier from the CNN architecture by a pre-trained model. They are defined below and illustrated in Figure 1.

- **Strategy 1: Train the entire model.** In this situation, it is possible to use the architecture of the pre-trained model and train it according to the dataset. It is recommended for large datasets.

- **Strategy 2: Train some layers and leave the others frozen.** In a CNN architecture, lower layers refer to general features (problem independent), while higher layers refer to specific features (problem dependent). In this case, we have to adjust the weights of the network. This option is useful when we have a small dataset and a large number of parameters, we need to leave more layers frozen to avoid overfitting. On the other hand, if the dataset is large and the number of parameters
is small, it is possible to improve the model by training more layers to the new task.

- **Strategy 3:** Freeze the convolutional base. In this situation, we have an extreme case of the train/freeze trade-off. The rationale behind it is to keep the original form of the convolutional base to use as input for the classifier. By this way, the pre-trained model plays the role of a feature extractor. It can be interesting for small datasets or if the problem solved by the pre-trained model is similar to the one we are working on.

### III. RELATED WORK

Torres and Barwaldt [8] published a systematic literature review that brings a landscape of the primary studies which aim to turn diagrams accessible for blind people. In this research the authors gather the studies that work with a wide concept of diagram, especially for courses in STEM fields. Only a few studies address the UML diagrams and without approaching the issue of classification in context of assistive technologies. That paper reinforces that there is a lack of studies about UML diagram classification or studies that approach an accessible solution for images of UML diagrams.

Karasneh and Chaudron [22] presented one of the first studies on this subject. The authors proposed a system for extracting information from class diagrams. The proposed system extracts the contents of the class diagram from a given image and transforms it to XMI format. The same authors created a repository composed of class diagram images and XMI representations [23]. The authors also described a protocol to extract information from class diagram using OCR [10]. In another paper, they explore the extraction of UML information from images using the Img2UML software [24].

Hjaltason and Samuelsson [10] performed a binary classification of UML class diagrams using handcrafted features and SVM algorithm. In that work, the authors aimed to facilitate the construction of a dataset composed of UML class diagrams for researchers. Thus, they focused only in class diagrams. Similarly, Moreno et al. [11] created a tool aiming to identify whether an image is a class diagram or not, by means of a binary classifier fed by handcrafted features.

Lastly, transfer learning with VGG16 were employed for class diagram and sequence diagram classification in [12]. This work shows that transfer learning is equally effective to custom deep architectures when a large amount of training data is not available. The experiments were applied only in two types of UML diagram, using only one type of CNN architecture.

Bine et al. [7] presented another interesting work, not directly related to UML diagrams, but also in the context of learning support. The authors explored CNN for automata images classification, aiming at supporting visually impaired people in Theory of Computation learning tasks. The experimental protocol included three types of CNN architectures, but transfer learning was not used.

In summary, even though we can find several works applying transfer learning in image classification tasks using CNN architectures, few of them were devoted to UML diagrams classification. Also, differently from [12], it is needed to test other CNN architectures in order to evaluate the CNN accuracy for the referred context. Finally, as aforementioned, different types of UML diagrams are used in practice [4], [5], leading to the need of providing support for a more comprehensive set of UML diagrams than only class diagrams, as done in related works described here.

### IV. STUDY DESIGN AND EXECUTION

In this study we performed an exploratory study involving the integration of transfer learning and CNN architectures to classify six types of UML diagrams. In this study, we are interested in answering the following research questions:

**RQ1** - Is there a suitable combination of transfer learning strategy and CNN architecture for UML diagram classification? To answer this RQ we executed two different scenarios which integrated different transfer learning strategies using some of the most known models of CNN (see Section II).

**RQ2** - Can different types of UML diagrams be predicted by a single classifier? To answer this RQ we executed an experiment with the best performing classifier to predict the UML diagram type on a test dataset, composed by images different from those used to train the model.

Figure 2 shows the steps performed in this study. The first step was the UML Dataset Creation, which is described in Section IV-A. In Experiments 1 and 2, we experimented different
transfer learning strategies, datasets and CNN architectures to train the models. Finally, we executed Experiment 3 to test the prediction of the best performing trained model. Results of Experiments 1 and 2 were used to answer RQ1, whereas results of Experiment 3 is related to RQ2. These steps are detailed in the next subsections.

A. UML Dataset Creation

The basic stuff for the development of a UML diagram classification model is a UML dataset which encompasses images of different types of UML diagrams. The number of public examples of UML diagrams is low. Among the rare datasets available in this context, we can mention the “Online Img2UML Repository”, a dataset composed of approximately 800 images [23] which contains only class diagrams.

One of the largest datasets available nowadays is The Lindholmen Dataset [25]. This repository is public and it is composed of links that lead directly to different projects on Github. Authors themselves warn that it has the advantage of having been taken from real projects, but it may contain projects made by students who are still learning the concepts; hence, it may contain repeated and unrepresentative images. In addition, GitHub is dynamic and many of the links may be broken. As reported on the dataset website, many of the diagrams are not in the form of images and are not cataloged.

Aiming at circumventing the scarcity of data available for the development of this work, our choice was to create a repository containing images of six types of UML diagrams. For doing this, we collected images available on the internet using web scrapping scripts on google.com and bing.com. Following, we completed the dataset using images from The Lindholmen Dataset.

Our dataset is composed of six categories of UML diagrams, containing images for training, validation, and testing. We chose the most commonly used UML diagrams to compose our dataset, namely class, use case, sequence, component, activity and deployment diagrams [4].

To train and validate the CNN models we used a dataset composed of 200 images for each category, hereafter referred as small dataset. To test the CNN models we used another dataset composed of 50 images for each category, hereafter called as test dataset. It is important to remark that the images of the test dataset are different from those ones included in the small dataset.

Next, we describe the adjustments performed on the datasets aiming to make them ready to be used considering the CNN architectures requirements and the purposes of this work.

Images Pre-processing. The images were resized to 900 × 900 pixels and converted from RGB to grayscale, aiming to make them suitable to be submitted to the CNN architectures used to perform the classification in this work. When resizing, the proportion of the images was maintained, using zero padding when necessary.

Images Labeling. All the images collected were manually labeled by the first author according to its type of UML diagram. Such information is required during the CNN training for the supervised learning. Despite this is an objective task, the image classification was checked by another author to avoid any labeling error.

Data Augmentation. Aiming to evaluate the impact of transfer learning without a critical level of data scarcity, we performed data augmentation on the small dataset. By means of data augmentation, we created a bigger version of the dataset (called augmented dataset). We generate four more variations for each image of the small dataset. Hence, the augmented dataset encompasses 6000 images, being 1000 images for each type of UML diagram. The transformations applied to obtain the image variations were horizontal and vertical flip, and rotation of 90 degrees and minus 90 degrees. Other variations were taken into account, but did not provide an effective return for our problem. Both versions of the dataset are publicly available in https://bit.ly/3fTMI6f.

B. Experimental protocol

We propose two different scenarios aiming to evaluate the impacts of using the dataset with and without performing data augmentation. Thus, in the first scenario, we use the small dataset, and in the second one, we use the augmented dataset. In both scenarios we used cross validation to prevent overfitting. Cross validation splits the dataset into different folds (splits of data) to train/test the model.

As shown in Figure 2, Experiment 1 was performed on the small dataset, while Experiment 2 was performed on the augmented dataset. In Experiment 1, five-fold cross validation was used, as the number of images of the dataset is small. For Experiment 2 we used ten-fold cross validation.

Transfer learning was used in both experiments. To use a pre-trained model, we remove the original classifier from the CNN architecture. Then, we add a new classifier that fits our purposes, and perform a fine-tuning on the model following one of three strategies defined in Section II. In Experiment 1 we applied the Strategy 3, while in Experiment 2 we applied the Strategy 2.

As described in Section II, VGG16, Inception V3 and ResNet50 are the CNN architectures chosen to the accomplishment of the classification of the images in this work. The implementation was carried out using the Tensorflow and Keras framework within the Google Colab environment. This environment offered a more robust GPU and consequently the possibility to perform more tests in less time. The datasets were uploaded to Google Drive allowing easy access through the Google Colab notebook API. All codes used were made publicly available in https://bitli.com/sC9o5.

For every CNN architecture we follow the next steps:

- Creation of $K$-fold for cross-validation, with $K = 5$ for small dataset and $K = 10$ for augmented dataset;
- Load of model with weights pre-trained on ImageNet removing the classification layer;
- Freeze/unfreeze $n$ layers in original architecture. For Strategy 3 all layers were frozen, using the CNN architecture as feature extracting. For Strategy 2 we experimented different amount of unfrozen layers for every
CNN architecture. The best results were obtained using 175 unfrozen layers for InceptionV3, 143 for ResNet50 and 11 for VGG16;

- Add a GlobalAveragePooling2D layer;
- Add a Dense layer (6) with softmax activation;
- Compile the model using Adam Optimizer and accuracy metrics;
- Fit the model for 10 epochs. Different amounts of epochs were tested, but the model did not improve its results with more than 10 epochs;
- Use of callbacks: reduce learning rate and model checkpoint to save the best model;
- Saving accuracy and loss;
- Plot results by folds.

After discovering the best configuration to create the UML diagram classifier, we performed the Experiment 3 with the augmented dataset and the Strategy 2 for transfer learning in order to answer RQ2. Details of the results for the three experimental protocols are presented next.

V. RESULTS AND DISCUSSION

In this section, we present the results obtained using the three different CNN architectures evaluated in this work. The results for Experiments 1 and 2 are presented in Table I.

As previously described, for Experiment 1 we used the small dataset and trained the 3 CNN models using the Strategy 3 (described in the Section II) for transfer learning, with five-fold cross-validation, the results were collected in terms of accuracy and standard deviation between the folds. Thus, the accuracy percentage presented in Table I is the average obtained between the folds. As we can see, Inception V3 performed better than ResNet 50, which, in turn, performed better than VGG 16 for Experiment 1.

Experiment 2 was carried out using the augmented dataset, with ten-fold cross-validation and using the Strategy 2 for transfer learning. As we can see, VGG16 underperformed again when compared to the other two models.

At a first glance, we can see that the Experiment 2, using the augmented dataset, presents better results in all the CNN architectures, confirming that it is interesting to provide more examples for every architecture evaluated, even when transfer learning is used. Besides that, we also can observe that Inception V3 achieved better results in both experiments.

Results obtained are quite encouraging, especially those obtained using the Inception V3 architecture. Regarding RQ1, the experimental results showed that Inception V3 using the augmented dataset and the Strategy 2 for transfer learning achieved the best results in terms of accuracy.

Taking into account the superior results obtained by Inception V3, we performed Experiment 3 using the model trained in Experiment 2 using Inception V3. Figure 3 show the confusion matrix of the Experiment 3. In a nutshell, the confusion matrix discriminates how the samples of each class were classified towards all the classes of the problem.

As observed in Figure 3, Inception V3 has achieved at least 98% of accuracy for activity, component, deployment and use case diagrams and 90% for sequence diagrams. On the other hand, it had the worst performance for class diagrams (72%). The biggest number of confusion occurrences happened when class diagrams were classified as deployment diagrams. This kind of misclassification can be explained, in part, because the wrongly classified images contain elements that can resemble those present in the deployment diagrams. Furthermore, the reading of some associations of class diagrams may have been impacted by any of the data augmentation strategies adopted. In fact, the class diagram is more complex to classify (i) due to the diversity of association types, and (ii) because the visual representation of some associations of class diagrams are changed according to the position of the classes.

Furthermore, the images of our datasets have different abstraction levels. The biggest range in the level of abstraction occurs on class diagram, contributing to the low accuracy of the classifier for this type of diagram. Approximately 20% of the images correspond to complex class diagrams, which contain attributes and their types, methods and their parameters and return types, classes inside packages, stereotyped classes, a high diversity of associations, and so on. On the other hand, most images (≈80%) represent simple class diagrams, composed only of classes, their attributes and methods (without details), and the most common associations. This lack of uniformity tends to drop the hit rates, but the classifier developed in this way is supposed to perform better in more realistic scenarios. Hence, these results showed that a more in-depth study needs to be done to improve the accuracy, especially for class diagram.

Regarding RQ2, the accuracy of the generated classifier using the test dataset varied according to the type of UML diagram. Inception V3 achieved quite encouraging results for most UML diagrams, however it had low accuracy in class diagram.

![Confusion Matrix](image-url)

**Fig. 3.** Confusion Matrix of the Experiment 3.
Hence, the experimental results provided initial evidence that a single classifier can efficiently predict different types of UML diagrams, but there is still a room for improvement regarding the classification of class diagrams in particular.

VI. LESSONS LEARNED

From the experimental results we learned some lessons about the UML diagram classification problem that can be useful to guide further works. These lessons are:

- **Data augmentation is beneficial for the problem.** However, the horizontal and vertical flips applied to obtain the image variations might damage the prediction of some UML diagrams. The transformations to be applied need to be carefully planned and applied according to specific characteristics of each type of diagram.

- **Transfer learning is a good practice for the problem,** as results show that transfer learning contributed to achieve a better accuracy.

- **The UML diagram classification is not a so simple problem.** We conjecture that this fact can happen due to: (i) complex and different diagrams, even within the same category, and (ii) low number of images. There is a need to deepen the concepts of backpropagation and automated extraction of features in the context of UML diagrams in order to seek for improvements on the classifier's accuracy.

- **A huge dataset of UML diagram images is need to perform further studies.** Related work [9]–[12] used datasets that contain around 1000 images of class diagrams. In our study, we used only 200 images per type of diagram due to the lack of images available for some types of diagrams. Then, we applied data augmentation techniques to obtain 1000 images per category.

VII. CONCLUDING REMARKS

In this study, we explored the application of CNN using transfer learning and data augmentation techniques to predict the type of UML diagram aiming to provide information that enables the creation of didactic material and book for visual impaired people. The results suggest that the UML classification is a complex problem that needs classifiers carefully created considering specific types of UML diagrams.

In future work, there is a need for improving the transformations applied in the data augmentation, and also for understanding how the CNN reacts to each of the different diagrams, in order to improve the classification model. The goal is to create a specific CNN model that takes into account the specific characteristics of each type of diagram and that improves the results achieved with transfer learning. For doing so, it is important to work on object recognition within the diagrams, to make possible to extract the object’s information and transform it into accessible information.
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