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Abstract. Representations used for Facial Expression Recognition (FER)
are usually contaminated with identity specific features. In this paper, we
propose a novel Reenactment-based Expression-Representation Learning
Generative Adversarial Network (REL-GAN) that employs the concept
of face reenactment to disentangle facial expression features from iden-
tity information. In this method, the facial expression representation is
learned by reconstructing an expression image employing an encoder-
decoder based generator. More specifically, our method learns the dis-
entangled expression representation by transferring the expression in-
formation from the source image to the identity of the target image.
Experiments performed on widely used datasets (BU-3DFE, CK+, Oulu-
CASIA, SEFW) show that the proposed technique produces comparable
or better results than state-of-the-art methods.

Keywords: Facial Expression Recognition · Face Reenactment · Disen-
tangled Representation Learning · Image Classification

1 Introduction

Facial expression recognition (FER) has many exciting applications in domains
like human-machine interaction, intelligent tutoring system (ITS), interactive
games, and intelligent transportation. As a consequence, FER has been widely
studied by the computer vision and machine learning communities over the
past several decades. Despite this extensive research, FER is still a difficult
and challenging task. Most FER techniques developed so far do not consider
inter-subject variations and differences in facial attributes of individuals present
in data. Hence, the representation used for the classification of expressions con-
tains identity-related information along with facial expression information, as
observed in [1], [2]. The main drawback of this entangled representation is that
it negatively affects the generalization capability of FER techniques, which, as
a result, degrades the performance of FER algorithms on unseen identities. We
believe the key to overcoming the challenge of over-fitting of FER models to
subjects involved in the training set lies in FER techniques to disentangle the
expression features from the identity information.

Face reenactment is an emerging face synthesis task that has attracted the
attention of the research community due to its applications in the virtual reality
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Fig. 1. REL-GAN takes a source image and target image as inputs and generates
a synthetic image by transferring the expression of the source image to the identity
of the target image. After training, REL-GAN is used to extract disentangled facial
expression representation for FER.

and entertainment domain, besides the challenging research problems that it
offers. The main goal of face reenactment is to transfer the expression information
from the source image to the identity of the target face. Therefore, an ideal face
reenactment technique should be able to disentangle expression features from the
identity information of the source image and transfer the disentangled expression
features to the identity of the target image. In this paper, we employ a novel
Reenactment-based Expression-Representation Learning Generative Adversarial
Network (REL-GAN) that learns to disentangle expression features from the
source image and synthesize an expression image by transferring the disentangled
expression features to the identity of the target image. The overall framework of
our proposed FER technique is shown in Figure 1.

The architecture of REL-GAN is based on an encoder-decoder based gener-
ator G, that contains two encoders, an expression encoder Ges and an identity
encoder Get. These two encoders are then connected to a decoder Gde. The dis-
criminator D of REL-GAN is designed to be a multi-task CNN. During training,
the input to REL-GAN is a source image xs, and a target image xt, and the
output of REL-GAN is a synthesized expression image x̄. The goal of Ges is to
map the source image xs to an expression representation f(e), while Get is used
to project the target image xt to an identity embedding f(i). The concatenation
of the two embeddings,: f(x) = f(e) + f(i), bridges the two encoders with a
decoder Gde. The objective of decoder Gde is to synthesize an expression image
x̄ having the expression e of the source image and the identity i of the target
image: x̄ = Gde(f(x)). The disentangled facial expression representation learned
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by the encoder Ges is mutually exclusive of identity information, which can be
best used for FER. Thus, generator, G, is used for two purposes: 1. to disentangle
facial expression features employing encoder Ges, 2. to reconstruct a facial ex-
pression image by transferring the expression information from the source image
to the identity of the target image. The discriminator, D, of REL-GAN is used
to classify not only between real and fake images but to also perform the classi-
fication of identities and facial expressions. The estimation of facial expressions
and identities in the discriminator helps in improving the quality of generated
images during training.

The main contributions of this paper are as follows:

– To the best of our knowledge, this is the first technique that employs the
concept of face reenactment for the task of learning disentangled expression
representation.

– We present a novel disentangled and discriminative facial expression repre-
sentation learning technique for FER by employing concepts of adversarial
learning and learning by reconstruction.

– Experimental results show that the proposed framework generalizes well to
identities from various ethnic backgrounds and expression images captured
both in lab-controlled and in-the-wild settings.

2 Related Work

The main goal of FER is to extract features that are discriminative and invari-
ant to variations such as pose, illumination, and identity-related information.
The feature extraction process can be divided into two main categories: human-
engineered features and learned features. Before the deep learning era, most of
FER techniques involved human-designed features using techniques such as His-
tograms of Oriented Gradients (HOG) [8], Scale Invariant Feature Transform
(SIFT) features [9] and histograms of Local Phase Quantization (LPQ) [10].

The human-crafted features perform well in lab-controlled environment where
the expressions are posed by the subjects with constant illumination and sta-
ble head pose. However, these features fail on spontaneous data with varying
head position and illumination. Recently, deep CNN based methods [11], [12],
[13], [14], [40] have been employed to increase the robustness of FER to real-
world scenarios. However, the learned deep representations used for FER are
often influenced by large variations in individual facial attributes such as eth-
nicity, gender, and age of subjects involved in training. The main drawback of
this phenomenon is that it negatively affects the generalization capability of the
model and, as a result, the FER accuracy is degraded on unseen subjects. Al-
though significant progress has been made in improving the performance of FER,
the challenge of mitigating the influence of inter-subject variations on FER is
still an open area of research. Various techniques [15], [16], [20], [39] have been
proposed in the literature to increase the discriminative property of extracted
features for FER by increasing the inter-class differences and reducing intra-class
variations. Most recently, Identity-Aware CNN (IACNN) [17] was proposed to
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Fig. 2. Architecture of our REL-GAN

enhance FER performance by using an expression-sensitive contrastive loss and
an identity-sensitive contrastive loss to reduce the effect of identity related in-
formation. However, the effectiveness of contrastive loss is negatively affected by
large data expansion, which is caused due to the compilation of training data in
the form of image pairs [2]. Similarly, in [7] and [2], the effect of identity-related
information is mitigated by generating an expression image with a fixed identity.
The main problem with these methods is that the performance of FER depends
on the quality of the synthesized images because FER is performed employing
the generated images. In [4], person-independent expression representations are
learned by using residue learning. However, this technique, apart from being
computationally costly, does not explicitly disentangle the expression features
from the identity information, because the same intermediate representation is
used to generate neutral images of same identities.

3 Proposed Method

The proposed FER technique consists of two stages: during the first stage of
learning, a disentangled expression representation f(e) is learned by employing
face reenactment, and during the second stage of learning, the disentangled ex-
pression representation f(e) is used for facial expression recognition. The overall
architecture of REL-GAN is shown in Figure 2. The generator G of REL-GAN
is based on an encoder-decoder structure, while the discriminator D is a multi-
task CNN [5]. Given a source image xs ∈ X and a target image xt ∈ X, the
goal of REL-GAN is to transfer the expression of xs to the identity of xt and
generate an expression image x̄ similar to the ground-truth image xtg . Specifi-
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Fig. 3. REL-GAN extracts expression information from source images and transfers
the disentangled expression information to the identity of target images.

cally, an encoder Ges : X → E is used to encode the expression representation
f(e) ∈ E from xs, and an encoder Get : X → I is employed to encode the
identity representation f(i) ∈ I from xt. A decoder Gde : E × I → X is then
used to map the expression and the identity latent embedding space back to
the face space. The synthesized expression image x̄ is generated by computing
x̄ = Gde(Ges(xs), Get(xt)). In order to efficiently transfer the expression of xs
to x̄ while preserving the identity of xt, the expression features of xs should be
captured in f(e) in such a way that it does not contain the identity information
of xs. Thus, by explicitly inputting the extracted identity features f(i) of xt to
Gde, we are able to disentangle the expression information of xs from its identity
features in f(e). Figure 3 shows the result of transferring the extracted facial
expression features from source images to the identity of the target images by
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employing our face reenactment technique. During the second stage of learning,
encoder Ges is detached from REL-GAN after training, and all the filters of Ges

are fixed. The disentangled expression representation f(e) is extracted from the
encoder Ges and becomes input into a Multilayer Perceptron (MLP) for facial
expression recognition.

3.1 Expression Representation Learning

The architectures of the generator G and the discriminator D of REL-GAN is
designed to fulfill two main objectives simultaneously: 1) disentangle and trans-
fer a source facial expression to a target face; while 2) preserving the identity
information of the target image.

Discriminator: The main objective of D is three-fold: 1. to classify between
real and fake images, 2. to categorize facial expressions, and 3. to recognize
the identities of expression images. Therefore, discriminator D is divided into
two parts: D = [De, Di], where De ∈ RNe+1

corresponds to the part of D
that is used for the classification of expressions, i.e Ne denotes the number of
expressions, and an additional dimension is used to differentiate between real
and fake images. Similarly, Di ∈ RNi

is the part of D that is used to classify
the identities of images, where N i denotes the number of identities. The overall
objective function of our discriminator D is given by the following equation:

max
D
LD(D,G) = Exs,ys∼ps(xs,ys),

xt,yt∼pt(xt,yt)

[log(De
ye
s
(xs)) + log(Di

yi
t
(xt))]+

Exs,ys∼ps(xs,ys),
xt,yt∼pt(xt,yt)

[log(De
Ne+1(G(xs, xt)))]

(1)

Given a real expression image x, the first part of the above equation corresponds
to the objective function of D to classify the identity and expression of images.
While the second part of the equation represents the objective of D to maximize
the probability of a synthetic image x̄ being classified as a fake. The expression
and identity classification in the discriminator D helps in transferring expression
information from a source image to a target face while preserving the identity of
xt. y

e denotes the expression label and yi represents the identity labels in eq(1).

Generator: The generator G of REL-GAN aims to extract expression and
identity features from source image xs and target image xt, respectively, and
to synthesize an image x̄ to fool D to classify it to the expression of xs and
the identity of xt. Therefore, the generator G contains two encoders and a de-
coder: G = (Ges, Get, Gde). The objective function of G is given by the following
equation:

max
G
LG(D,G) = Exs,ys∼ps(xs,ys),

xt,yt∼pt(xt,yt)

[log(De
ye
s
(G(xs, xt)) + log(Di

yi
t
(G(xs, xt))] (2)
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Pixel Loss: The goal of the generator G is to not only extract the disentangled
expression features but also generate realistic-looking expression images. There-
fore, to overcome the blurriness of generated images we employ a pixel-wise loss
[32] in the raw-pixel space.

Lpixel = L1(Gde(Ges(xs), Get(xt)), xtg ). (3)

The total REL-GAN loss is given by:

Ltotal = λ1Ladv + λ2Lpixel + λ3LDe
+ λ4LDi

. (4)

Where LDe
and LDi

represents the expression and identity classification loss
calculated by the discriminator D.

3.2 Facial Expression Recognition

After the first stage of training, the encoder Ges is detached from REL-GAN, and
all the filters of Ges are kept fixed. To learn facial expressions, the disentangled
expression representation f(e) is used to train a simple MLP to classify facial
expressions.

4 Experiments

The proposed REL-GAN based FER technique is evaluated on four publicly
available facial expression databases: CK+ [18], Oulu-CASIA [19], BU-3DFE[28]
and Static Facial Expression in the Wild (SFEW)[33].

4.1 Implementation Details

Face detection is performed by employing the technique proposed in [34]. The
detected faces are then aligned using the face alignment method proposed by
Hassner et. al [35]. Data augmentation is applied to avoid the over-fitting prob-
lem by increasing the number of training images. Therefore, five patches of size
96×96 are cropped-out from five different locations: the center and four corners
of each image, and each cropped image are then rotated at four angles i.e −6◦,
−3◦, 3◦, 6◦. Horizontal flipping is also applied on each rotated image.

REL-GAN is initially pre-trained using the BU-4DFE [22] dataset, which
consists of 60,600 images from 101 identities. The architecture of both encoders
is designed based on five downsampling blocks consisting of a 3 × 3 stride 1
convolution. The number of channels are 64, 128, 256, 512, 512 and a one 30-
dimensional FC layer for expression feature vector f(e), and a 50-dimensional
identity representation f(i), constitute Ges and Get, respectively. The decoder
Gde is built on five upsampling blocks containing a 3 × 3 stride 1 convolution.
The number of channels are 512, 256, 128, 64, 32. The multi-task discriminator
D network is designed in such a way that the initial four CNN blocks with 16, 32,
64, 128 channels and a 1024-dimensional FC layer are shared between De and
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Table 1. CK+: 10-fold Average Accuracy for seven expressions classification.

Method Setting Accuracy

HOG 3D [8] Dynamic 91.44
3DCNN [14] Dynamic 85.90
STM-Explet [25] Dynamic 94.19
IACNN [17] Static 95.37
DTAGN [26] Static 97.25
DeRL [4] Static 97.30

CNN(baseline) Static 90.34
REL-GAN(Ours) Static 97.41

Di. It is then divided into two branches, where, each branch has two additional
FC layers with 512 and 256 channels. De then has an expression classification
layer and Di has an identity classification layer. The CNN baseline network
used in this paper is the encoder Ges network with one additional FC layer for
expression classification.

For the optimization of the hyper-parameters, we adopted the optimization
strategies presented in [23] as part of our technique. Adam optimizer is used with
a batch size of 64, learning rate of 0.0001 and momentum of 0.5. We empirically
set λ1 = 0.7, λ2 = 20, λ3 = 50 and λ4 = 30. REL-GAN is trained for 300
epochs, and the MLP is trained for 50 epochs. Contrary to conventional GAN
training strategies mentioned in [24], in later iterations of REL-GAN, when D
reaches a near-optimal solution, G is updated more frequently than D, due to
the supervised classification provided by the class labels.

4.2 Experimental Results

The Extended Cohn-Kanade database CK+ [18] is a popular facial expres-
sion recognition database that contains 327 videos sequences from 118 subjects.
Each of these sequences corresponds to one of seven expressions, i.e., anger,
contempt, disgust, fear, happiness, sadness, and surprise, where each sequence
starts from a neutral expression to a peak expression. To compile the training
dataset, the last three frames of each sequence are extracted, which results in
981 images in total. To perform 10-fold cross validation, the dataset is divided
into ten different sets with no overlapping identities.

The average accuracy of 10-fold cross-validation on the CK+ database is
reported in Table 1. It can be seen that the proposed method produces a recog-
nition accuracy of 97.41%, which is higher than the accuracy of previous FER
methods. Our image-based technique outperforms the sequence-based methods,
where the features for FER are extracted from videos or sequences of images.

The Oulu-CASIA (OC) dataset [19] used in this experiment corresponds
to the section of the OC dataset that is compiled under strong illumination
condition using the VIS camera. It contains 480 sequences from 80 subjects, and
each sequence is labeled as one of the six basic expressions. The last three frames
of each sequence are selected to create a training and testing dataset.
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Table 2. Oulu-CASIA: 10-fold Average Accuracy for six expressions classification.

Method Setting Accuracy

HOG 3D [8] Dynamic 70.63
STM-Explet [25] Dynamic 74.59
PPDN [27] Static 84.59
DTAGN [26] Static 81.46
DeRL [4] Static 88.0

CNN(baseline) Static 73.14
REL-GAN(Ours) Static 88.93

Table 3. BU-3DFE database: Accuracy for six expressions classification.

Method Setting Accuracy

Wang et al.[29] 3D 61.79
Berretti et al.[30] 3D 77.54
Lopes[31] Static 72.89
DeRL[4] Static 84.17

CNN(baseline) Static 72.74
REL-GAN(Ours) Static 83.46

The average of the 10-fold person-independent cross-validation accuracy of
the proposed method on Oulu-CASIA dataset, as shown in Table 2, demonstrates
that the proposed method outperforms all state-of-the-art techniques with av-
erage accuracy of 88.93%. The accuracy obtained using the proposed method is
much higher than the accuracy of video-based techniques.

The BU-3DFE database [28] is a widely used FER database that contains
static 3D face models and texture images from 100 subjects from various eth-
nic backgrounds with a variety of ages. For each subject, there are expression
images corresponding to seven expressions (six basic expressions and a neutral
expression) and these images are labeled with four different expression intensity
levels. During this experiment, we only use texture images corresponding to the
last two highest intensity expressions. We perform a 10-fold cross-validation by
dividing the dataset into ten different sets in a person-independent manner.

The average of the 10-fold cross-validation on BU-3DFE dataset is shown
in Table 3. The recognition accuracy obtained using the proposed REL-GAN-
based method is significantly higher than most of the state-of-the-art techniques.
The highest accuracy is produced by the DeRL[4] method that involves the
computationally costly residue learning process.

The SFEW dataset [33] is the most widely used benchmark for facial ex-
pression recognition in an unconstrained setting. The SFEW database contains
1,766 images, i.e. 958 for training, 436 for validation, and 372 for testing. All
images are extracted from film clips, and each image has been labeled as one
of the seven expression categories, i.e., anger, disgust, fear, neutral, happy, sad,
and surprise. We validate our technique on the validation set of SFEW because
the labels for the test set are held back by the challenge organizer.
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Table 4. SFEW: The Average Accuracy on the Validation Set.

Method Accuracy

AUDN [36] 26.14
STM-Explet [25] 31.73
Dhall et al. [33] (baseline of SFEW) 35.93
Mapped LBP [37] 41.92
FN2EN [38] 48.19

CNN(baseline) 29.75
REL-GAN(Ours) 45.82

In Table 4, we compare our result with techniques that use the training set
of the SFEW dataset to train their models and do not use extra training data.
The average accuracy obtained using our proposed method on the validation
set of the SFEW dataset is higher than the accuracy of most of the state-of-
the-art techniques. The highest accuracy, however, is obtained by the FN2EN
[38] method. We hypothesize that it may be due to the reason that, during the
first stage of training, the parameters of the convolutional layers of the FN2EN
network are made close to the parameters of convolutional layers of the face-net
(VGG-16) [41], which is trained on 2.6M face images. Our REL-GAN, on the
other hand, is pre-trained on 60,600 images of the BU-4DFE [22] dataset. Table 4
shows that our proposed method produces promising recognition results not only
in a lab-controlled setting but it can also be used to classify facial expressions
in real-world scenarios.

5 Conclusions

In this paper, we present a novel FER architecture called REL-GAN that em-
ploys the concept of face reenactment to disentangle expression representation
from identity features. More specifically, an encoder-decoder based generator is
used in REL-GAN, in which the disentangled expression representation is learned
by transferring the expression features from a source image to the identity of
the target image. After training the REL-GAN architecture for face reenact-
ment, the expression encoder is detached from the rest of the network and is
used to extract a disentangled expression representation. A simple MLP is then
trained using the disentangled expression features to perform facial expression
recognition. The proposed method is evaluated on publicly available state-of-
the-art databases, and the experimental results show that the accuracy of FER
obtained by employing the proposed method is comparable or even better than
the accuracy of state-of-the-art facial expression recognition techniques.
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