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Abstract. The spread of invasive aquatic species disrupts ecological balance, damages natural re-
sources, and adversely affects agricultural activity. There is a need for automated systems that can
detect, track and classify invasive and non-invasive aquatic species using underwater videos without
human supervision. In this paper, we intend to classify the larvae (aka veligers) of invasive species like
Zebra and Quagga mussels. These organisms are native to eastern Europe, but are invasive in United
States waterways. It’s important to identify invasive species at the larval stage when they are mobile
in the water and before they have established a presence, to avoid infestations. Video-based under-
water species classification has several challenges due to variation of illumination, angle of view and
background noise. In the case of invasive larvae, there is added difficulty due to the microscopic size
and small differences between aquatic species larvae. Additionally, there are challenges of data imbal-
ance since invasive species are typically less abundant than native species. In video-based surveillance
methods, each organism may have multiple video frames offering different views that show different
angles, conditions, etc. Because there are multiple images per organism, we propose using image set
based classification which can accurately classify invasive and non-invasive organisms based on sets of
images. Image-set classification can often have higher accuracy even if single image classification accu-
racy is lower. Our proposed system classifies image-sets with a feature averaging pipeline that begins
with an autoencoder to extract features from the images. These features are then averaged for each
set. In our case, each set corresponds to a single organism. The final prediction is made by a classifier
trained on the image set features. Our experiments show that feature averaging provides a significant
improvement over other models of image classification, achieving more than 97% F1 score to predict
invasive organisms on our video imaging data for a quagga mussel survey.

Keywords: Invasive Species · Quagga mussels · Classification · Image set · Autoencoder · Feature
Averaging.

1 Introduction

Zebra mussels (Dreissena polymorpha) and Quagga mussels (Dreissena bugensis) are not native to North
American waters and probably arrived as freshwater stowaways in commercial vessels from Europe in the
1980s [37]. Zebra mussels spread rapidly, cause ecological disruption, and clog water pipes and other machin-
ery [11, 34]. Due to economical and environmental need it is important to detect and prevent the spread of
these invasive species. Adult zebra mussels are easy to spot but they can spread quickly by laying millions of
eggs per season. By the time these invasive species have established themselves in a waterway, eradicating or
mitigating their presence becomes very difficult and costly. That means, it is important to detect and monitor
zebra mussels at the larval (aka veliger) stage [26] to stop the spread in waterways. Traditionally, detection
of veligers is usually done by collecting water samples and then using microscopy with cross-polarized light
for identification [26], or using DNA-based methods [12]. Microscopy is very expensive and time-consuming,
and requires experts to check the water samples manually. DNA-based methods are also time-consuming
and expensive, and are able to detect the presence but not prevalence. This is why it is necessary to have an
automated process to visually monitor both veliger presence and prevalence [15].

Recently, there has been a lot of research in classifying fish and other underwater species [4,45,51]. But,
there can be some unique challenges in classifying veligers of invasive species. First, fish and other adult
underwater species have large and recognizable patterns, while veligers are difficult to distinguish from other
organisms even for human experts. Secondly, there are a lot of other native planktonic organisms present in
the water samples. Moreover, veligers can be rare depending on the season, which creates a data imbalance
problem both at the training and testing stage [26]. Additionally, images collected from water samples might
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Fig. 1. 1. Adult zebra mussels that are easily recognizable. But our problem is about detecting zebra mussels at larval
(veliger) stage, so the spread of invasive species can be stopped. 2. Some images of veligers from our dataset. The
first row contains images of invasive veligers, and the second row contains images of other non-invasive organisms.

vary in illumination and background noise, and viewpoint orientation. Therefore, any solution for detecting
invasive veligers must take the aforementioned challenges into account.

Our dataset comes from a video capture of a water sample. First, organisms in the video are tracked
and then cropped images are extracted for each organism in the video frame. This is done by proprietary
software developed by a private company, and is based on a Kalman filter. For each tracked organism, we
group together its extracted images, and aim to classify the set as either invasive or non-invasive. That means
our prediction model is based on image set classification, i.e. classification based on multiple images of same
object [29]. The ground truth is provided by experts inspecting the tracked objects on the video as well as
the cropped images.

Image set based classification is often used in face detection with multiple instances of the same person
recorded from surveillance videos. These datasets generally contain images of faces captured under different
poses, expressions, or illumination [28,42]. An image-set based approach can perform better than single image
classification, given that they take advantage of the multiple instances available [42,47]. The general solution
to this problem entails reducing the dimension of the images, followed by aggregation of features of images in
the same set. The second step is to use a similarity or distance measure with a nearest neighbour classifier [41,
54]. This is both computationally expensive and unreliable for images with fine-grained differences.

Our dataset has two primary classes, which we call invasive and non-invasive. Each organism has multiple
extracted images, where the number of extracted images varies depending on how long the organism was in
the video frame. Our solution is based on a feature extraction model followed by a final classifier. For feature
extraction we have considered both hand-crafted and deep learning based methods. Hand-crafted features
generally use a filter to encode some characteristics of an image like edges, color, shape, etc. Some popular
hand-crafted feature descriptors are SIFT, HOG, HSV color histogram, PCA, etc. [31]. More recently, deep
learning based methods are able to model complex image features much more accurately [14]. So, for this
work we used a convolutional autoencoder to extract features from individual images [32,43].

In the last decade, there has been a lot of growth in deep learning methods for machine learning tasks. In
particular, convolutional neural networks have been able to achieve significant improvement in many learning
tasks, especially image classification. In particular, non-linear activation functions, batch normalization,
pooling, and regularization layers have improved network performance [7]. In our case, we use a convolution
autoencoder to map images to lower-dimensional features. Autoencoders use an encoder to create latent
representation from an image and then a decoder is used to reconstruct the original image [5]. The loss
is calculated based on the difference between original and reconstructed image and is optimized over the
training period. Since the latent representation is created over multiple layers, it presents an opportunity to
use different activation functions and create features that are appropriate for the problem.

Another challenge in our invasive species dataset is that the images are taken in different angles and
illuminations. This is clearly shown in Fig2. with groups of invasive and non-invasive images of the same
organism placed side by side. The variations come from the organisms moving in three dimensions as they pass
through the video frame. Thus we need a machine learning pipeline that is invariant to different conditions [3].
One technique is to train different models for different purposes and then use an ensemble for the final
prediction. This is of course more expensive to train and might also introduce bias towards certain types of
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data variations. For example, the ensemble model might over-fit on images of low illumination and do poorly
against images of high illumination. Another technique is to augment the dataset, which aims to create
data variations resulting in a more balanced dataset [44]. This approach can involve changing brightness of
some images with low illumination and using them to balance the dataset [22]. There are quite a few papers
that propose using morphological transformation or even using generative adversarial network to create
augmented data samples [48]. These ideas are relevant to our problem, especially since we also have data
imbalance in favor of non-invasive species. But generative adversarial networks with classification models are
difficult to train, risk overfitting, and are computationally expensive.

Fig. 2. These are groups of four images placed in same row taken from the same organism. As shown here, the images
have a lot of variation in terms of viewpoint and illumination, which makes it difficult to accurately classify individual
samples.

In this paper, we present a feature averaging process to create a representation from an image set which
makes classification robust to varying illumination and object orientation and also reduces generalization
error [28]. The key idea is that using the average of multiple images reduces the effect of illumination or
viewpoint changes, compared to the use of a single image [27]. There are papers that use linear or affine
subspace based methods to represent mean or basis image from image sets [41]. But, we have decided to use
element-wise average of autoencoder features, which is a more robust representation of the image set, while
capturing the fine details at the same time.

Our classification pipeline is based on two neural networks. At first an autoencoder is used to extract
features from each instance of an organism. Then these features are averaged across images of the same or-
ganism to create a single feature vector for the organism. Finally, we use a classifier to predict if the organism
is invasive or non-invasive. Our main contribution here is to present an approach of classification that can
take advantage of multiple instances and can accurately, reliably classify invasive and non-invasive larvae
despite the presence of variation in illumination and viewpoint. Our experiments also show the robustness of
autoencoder based feature-averaging process compared to other classification models. The balanced accuracy
of this method is 97% on the test data, which is a significant improvement from other previous models, that
were also convolutional neural networks similar to VGGNet [46]. In the results section, we provide more
detailed results including F1-score, recall, and balanced accuracy. We also compare our results with other
proposed methods of classifying underwater images or image sets like CNN, PCA+CNN, SVM etc.

The rest of the paper is structured as follows: in the next section we provide a literature survey of
this problem including previous research on invasive species detection, local responses to the spread of
invasive aquatics Species, image set-based classification methods, underwater image classification, and neural
network models for feature extraction. In the methodology section we discuss the detailed architecture of
our classification pipeline, network structure, loss functions for training, and the dataset. The results section
gives details about the choice of evaluation metrics and finally presents and analyzes the results. In the
conclusion we discuss the main contribution of the paper and present plans for future work.
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2 Related Work

The problem of aquatic invasive species is not new, but approaches for detection and identification of zebra
mussels are costly and can be ineffective at preventing infestation due to the time required. Common ap-
proaches for detecting invasive mussels include microscopy or environmental DNA (eDNA). Here we review
some recent approaches for detection of invasive species as well as some action plans to stop their further
spread.

2.1 Invasive Aquatic Species

Most of the early techniques for detection of zebra mussels in larval stage are based on microscope pho-
tography. Conn et al. [10] provide a framework to detect and differentiate between larval and post-larval
stages of zebra mussel (Dreissena polymorpha) and the Dark False mussel (Mytilopsis leucophaeata). This
photographic guide aims to help personnel involved with the monitoring of these organisms.

The other notable work in this area is from Johnson et al. [26], which uses cross-polarizing filters for
microscopy retrofitted to detect the presence of zebra mussel veligers much faster with improved accuracy.
This technique is useful for rapid detection as well as counting of veligers in a water sample.

A recent study by Gingera et al. [20] is based on water samples from Lake Winnipeg during early May
and late October. This is an eDNA-based technique to identify the presence of zebra and quagga mussels.
The results of the study show that zebra mussels were detected in 0 − 33.3% of all water samples per site
studied during the early season and 42.9− 100% during the late season.

Marshall et al. [33] presented another eDNA-based approach to detect and distinguish between invasive
species zebra and quagga mussels. This is based on field collected water from the Great Lakes (Lake Erie)
and the Hudson River.

Finally, Feist et al. [17] provides a detailed review of eDNA-based approaches to detect and combat
the spread of zebra and quagga mussels along with discussion on all the important discoveries and novel
revelations made along the way.

Other than detection of invasive species, there is a lot of research on how to trace and combat the
presence of zebra and quagga mussels. The Massachusetts Department of Conservation and Recreation [35]
has a rapid response plan to combat spread of zebra mussels, which involves collection of water samples, early
detection of invasive species, marking of GPS position for infested locations followed by risk assessment and
necessary response. Automated detection and classification of invasive species is crucial for early detection
and response to the growth of invasive species.

2.2 Local Responses to Invasive Aquatic Species

Now we look at some of the different states across western United States and ways they monitor and control
aquatic invasive species. In the state of Texas freshwater fisheries and other aquatic resources are managed
by the Texas Parks and Wildlife Department (TPWD). Experts from TPWD and their partner organizations
monitor Texas water bodies for the spread of zebra and quagga mussels twice a year – once every Fall and
Spring. There are different amounts of infestation in different lakes. For example, Lake Worth in Tarrant
County, Lake Brownwood, Inks Lake, and Medina Lake in the Colorado and San Antonio River basins have
been designated as infested which indicates a sustained significant presence of zebra mussels in those lakes.
On the other hand, International Amistad Reservoir in the Rio Grande basin had the first detection of
quagga mussels in a Texas reservoir in February 2022.

In California spread of quagga mussels have happened in Southern California reservoirs that receive water
from the Colorado River. The state of California had added legislation requiring all reservoir owners and
managers to assess the possibility of zebra and quagga mussels spread [19].

In the state of Arizona there has been early detection of zebra mussels. The Arizona Game and Fish
Department (AZGFD) has urged pet stores and aquarium owners to check for possible infestation of zebra
mussels [1].

Overall, the spread of invasive species is estimated to have an economic impact of $219 billion in United
States affecting different types of water infrastructure along with fishing, boating, hunting etc. Worldwide it
is estimated to have economic impact of more than $4 trillion. This makes automated early detection and
monitoring of zebra and quagga mussels crucial to reduce the environmental as well economic damage [49].
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2.3 Image-set Based Classification Methods

Our dataset contains multiple images of the same organism taken from video sample with different pose
and illumination. Because of that, we chose an approach based on image set classification. Over the years
there has been a lot of interest in image set based classification [18, 29, 55], especially in the area of face
recognition [2, 8, 16, 23], hand-written digit recognition [24], shape recognition [13] and object recognition
from different viewpoints [29]. The general procedure for image set classification is as follows: images of the
same class are grouped together. A model or a probability distribution is used to represent the set. Now for
test data a similarity measurement is used to match the set with a particular class. So, the key problem of
image set classification is to capture the intrinsic properties of the set and use those for classification.

Most image set classification approaches can be categorized into two different types: parametric models
and non-parametric models [55]. Parametric models assume that each population follows a certain distribu-
tion, determined by parameters. In this method each image set is modelled using a distribution function and
a similarity measure is used make the final classification.

Non-parametric methods do not rely on the statistical correlation between the training set and the
distribution fitting of samples. These methods create a representation for each image set and then a distance
measure is used for the prediction. These methods represent image sets in a number of different ways [55] like:
linear subspace methods [29,53], nonlinear manifold methods [2,16,18,52], and affine subspace methods [6].

Linear subspace methods place images in a low dimensional linear subspace and use the subspace distance
as a measure of similarity. For distance measure, Euclidean distance and cosine distance are among the most
frequently used. Yamaguchi et al. [53] represented face images from different direction and expression to
create a subspace with the image sequence and apply the Mutual Subspace Method as a distance measure.
Kim et al. [29] developed a discriminative model, which maximizes the canonical correlations within sets of
same class. This method has been evaluated on various image set datasets, including Cambridge-Toshiba
Video-based Face Database, ETH80 object recognition dataset.

The nonlinear manifold method represents images from the same set as a nonlinear manifold. Wang et al.
propose a manifold learning approach [52], expressing each manifold by a collection of linear models. Image
sets from the test data are mapped to the manifold and matched against manifolds from the training set.
The final classification is made by calculating the Manifold-Manifold Distance (MMD).

Cevikalp et al. [6] proposed an affine subspace based method, where images from the same set are
presented as points in a linear or affine feature space. Each image set is formulated as a convex geometric
region. Geometric distance is used to measure similarity and make the final classification.

Image set classification is based on two parts: a model for the image sets, and a similarity metric to
compare the representations. Our method uses a convolutional autoencoder to represent image sets. Autoen-
coders, which are often configured as deep networks, are used extensively to learn mappings for dimensionality
reduction and compressed representations of images. They have grown in popularity in the last decade. A
simpler and widely-used data dimensionality reduction technique is principal component analysis (PCA).
PCA represents the data based on the orthogonal directions of maximum variance. PCA can give a poor
representation for images with large number of features and low variance concentration [30]. The nonlinear-
ity of neural networks on the other hand allows autoencoders to compress much more complex data while
retaining information about the internal structure [25,30].

2.4 Underwater Image Classification

Monitoring underwater organisms is crucial for better understanding of the ecosystem and affects of climate
change. A lot of underwater image classification problems have similar challenges of variation in brightness,
image quality and viewpoint orientations. There are recent works have tried to address these problems.
Raitoharju et al. [38] have proposed a data enrichment algorithm to improve Neural Network based classifi-
cation of aquatic macroinvertebrates. They created new images by rotations and mirroring of older images,
which increases the dataset size, leading to better classification accuracy. Schoening et al. [40] propose an
image patch based feature representation for the problem of seafloor classification. The paper from Chuang
et al. [9] compared supervised and unsupervised feature extraction methods for fish species recognition. Their
experiments show that unsupervised approach gives more accurate prediction of fish species. For a lot of
underwater species recognition problem the choice of feature extraction and representation method is really
crucial. In the next section, we would discuss the use of autoencoders for feature extraction from images.
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2.5 Autoencoders

Autoencoders were initially proposed by Hinton et al. [25] and are frequently used for learning feature repre-
sentation. Since then it has been used and studied for image representation, compression, and dimensionality
reduction in wide range of data types. Liu et al. [32] proposed autoencoder features to predict well failures
using SVM for final classification. The paper also compared the use of hand-crafted features with autoen-
coder features for classification. Bosch et al. [5] used LSTM units along with autoencoders to get features
from time-series based educational data.

Most neural networks are trained to predict a target value or label Y given an input X, and a loss
function is used to measure the difference between true and predicted labels. This loss is minimized over
multiple iterations to increase the prediction accuracy. Autoencoders on the other hand use a combination
of layers as an encoder to create a low dimensional representation and then use a decoder to reconstruct
the input. The loss function is calculated using the difference between the input and reconstructed output
data. The gradients are propagated through the decoder and the encoder network. Since the discovery of
autoencoders there have been multiple variants of autoencoders that are applicable in wide range of problems.
Vincent et al. [50] proposed denoising autoencoders which tries to reconstruct an image from a noised input
image, thereby making the model robust to noise. Goroshin et al. [21] proposed an autoencoder architecture
that limits the model’s ability to reconstruct inputs which are not near the data manifold. The paper also
shows that using different activation functions in the intermediate layers of autoencoder can be used to learn
different features with interesting properties. Rifai et al. [39] adds a penalty term to the loss function which
makes the model better at capturing the local directions of the data.

3 Methodology

Our prediction algorithm is based on two steps: feature set generation and classification. The training process
involves two different models: an autoencoder trained to generate features from images, and a classifier trained
to discriminate between invasive and non-invasive organisms.

3.1 Solution Description

Given an image set S (which typically contains different images of the same organism) with images [x1, x2, . . . , xn]
of size (a, b), our goal is to create a representation r of size z, where z � a · b.

An autoencoder is used for feature extraction. Image xi in the set has a corresponding feature fi of size
z, so there will be n features for n images in the set. Now these features are combined to create an average
representation r of size z, where r = (

∑n
i=1 fi) /n. The addition is done element-wise to create a final feature

which is of the same size as the features from individual images. The autoencoder starts with an input size
of (a, b, 3) and the final layer of the encoder has an output size of z. Now, we should look at the details of
the neural network architecture used for feature extraction.

3.2 Convolutional Autoencoder

Let us assume we have images of size (a, b, 3) given as input to the autoencoder. The autoencoder network
Φ = {φe, φd} is formed of an encoder φe that creates a latent vector of size lm and the decoder φd reconstructs
the input image with the same size.

The network architecture is based on the VGG model [46], which generally means convolution layers of
filter size 3 × 3, pooling layer of stride size 2 × 2 followed by dense layers with decreasing output size. The
final layer of encoder is fully connected from the encoder to the decoder. This layer has an encoder output
size of m equal to the size of the latent vector features lm. The decoder reconstructs the image with a series
of dense layers, convolution layers and up-sampling layers. For the decoder the pooling layer is replaced by
up-sampling layer. We have used ReLU as activation in convolution layers and TanH in the final dense layer.
The loss function is mean square error between the reconstructed image and input image. The parameters
are learned using the Adam optimizer.
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3.3 Classification Model

Once the autoencoder has been trained, it can be used to extract features from every image. These features
are averaged with-in a set to give us a feature and label pair like (fi, li) for organism i. Now, we have a neural
network based classifier that is trained to predict the label from the features. The input features reduced by
two dense layers with ReLU activation function. Let’s assume that the input to the classifier are features like
lm of size m. So, this network is trained using three layers reducing the input from size m to the output size.
The final layer has the output size of 2 with a softmax activation function. The loss function is categorical
cross-entropy, the parameters are learned using the Adam optimizer and a dropout layer is used to regularize
the network. Fig3. presents a detailed diagram of the classification model and the autoencoder model.

Classifier Autoencoder

Fig. 3. (Left) The classifier starts with features of size 48 and provides an output tensor of size 2, which is used to make
the prediction. ? × 48 stand for the batch-size variable along with the input feature size. (Right) The autoencoder,
with the input size of (40, 40, 3). The output of the encoder is 48 features, which are used for feature averaging.

3.4 Activation Functions

For the autoencoder we use two types of activation functions. For the convolution layers we use ReLU
activation, and for the encoder’s output layer we use hyperbolic tangent TanH :

TanH(x) =
(ex − e−x)

(ex + e−x)
(1)

Here, input x ∈ R and the output TanH(x) ∈ [−1, 1]. This means the autoencoder’s output (latent) features
have limited range, which acts as a regularization against extreme feature values [36].

Rectified Linear Unit (ReLU): The ReLU activation function is defined as ReLU(x) = max(0, x).
This function eliminates negative values and eliminates the vanishing gradient problem observed with other
activation function [36].

Softmax: The Softmax function is used to compute probability distribution from real valued vectors [36].
Softmax output tensors are in the range [0, 1], with the sum of the tensors being equal to 1. For softmax
activation the output tensor f(x), given input tensor x of size k is derived as:

f(x)i =
exp(xi)∑k
j=1 exp(xj)

(2)

We used softmax activation at the final layer of classification and ReLU activation in the convolution
layers of the autoencoder.
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3.5 Loss Functions

The loss function for the autoencoder network is mean squared error (MSE). MSE in this case is the average
of pixel-wise squared error between the input image and generated image.

MSE(Y, Ŷ ) =
1

n

n∑
i=1

(Yi − Ŷi)2 (3)

True Labels: Y and Predicted Labels: Ŷ , n is the number of pixel.
The classifier portion of the network uses a softmax activation function for the output layer along with

categorical cross-entropy as the loss function. We use categorical encoding to encode the target label to
numerical features with values between values of 0 to 1. Cross-entropy loss is computed from the sum of the
negative logarithm of predictions made by the Neural Network. For our case with n samples and category
C = 2, if ground truth is given by Y and prediction by Ŷ , where Y, Ŷ ∈ [0, 1], the cross-entropy loss (CE) is
given by:

CE(Y, Ŷ ) = −
n∑

i=1

C∑
c=1

Yic · log(Ŷic) = −
n∑

i=1

(Yi1 · log(Ŷi1) + Yi2 · log(Ŷi2)) (4)

Fig. 4. Diagram of the feature averaging pipeline. The images in the set are from the same organism. Image features
are extracted from all images using the encoder and the average feature is used for final classification.

3.6 Base Model

For comparison with neural network models we use a convolutional neural network classifier to classify indi-
vidual images (as opposed to classifying a set of images per organism). The base model has two convolution
layers of filter size 3×3 with a max pooling layer for each of them and one convolution layer of filter size 5×5.
Finally there are the fully connected dense layers. The final layer of the network has softmax activation with
categorical cross entropy as loss function. The weights are initialized using Xavier initializer and parameters
are learned using Adam optimizer. We train the model for 20 epochs with a batch size of 32 and learning
rate .001. A diagram of the base model with all the different layers is shown in Fig5. .
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Fig. 5. This is the base neural network model which has an input of size (40, 40, 3), three convolutional layers of filter
size 3× 3 and three dense layers.

3.7 Dataset

Our dataset contains a total of 4, 374 organisms with a total of 112, 788 images. There are 674 invasive
organisms (quagga mussels) with 19, 101 images and 3, 700 non-invasive organisms with 93, 687 images.
On average each organism has 25.78 instances captured from the video sample. The average image size is
22.56 × 19.46 pixels. We resize every image to a constant size of 40 × 40 × 3 and use that as an input
to the autoencoder. We trained two autoencoder models with latent feature size of 48 , 16 and 64. We
trained classifier for each of those feature sets to separate the organisms into two categories: Invasive and
Non-invasive.

Table 1. These are details about the neural network models used. The first row presents an autoencoder with an
output vector of 64 features. The following two rows give details of the encoder and decoder which are used to
construct that autoencoder. Next, we have the details of autoencoders with latent vectors of 48 and 16 features. This
is followed by the classifiers and the base neural network model.

Model Type # Parameters # Convolution Layers # Dense Layers
Autoencoder (64 features) 38, 297 7 3

Encoder (64 features) 28, 089 3 2

Decoder (64 features) 10, 208 4 1

Autoencoder (48 features) 34, 281 7 3

Encoder (48 features) 26, 073 3 2

Decoder (48 features) 8, 208 4 1

Autoencoder (16 features) 26, 249 7 3

Encoder (16 features) 22, 041 3 2

Decoder (16 features) 4, 208 4 1

Classifier(64 features) 2, 362 0 3

Classifier(48 features) 1, 850 0 3

Classifier(16 features) 276 0 3

Base Model (CNN) 204, 512 3 3

4 Results

4.1 Evaluation Metric

Our dataset has imbalance between different classes and the cost of a false negative (missing an invasive
larvae) is potentially high. Therefore, accuracy alone might not be sufficient to evaluate the performance of
the model. Thus we look at the following performance metrics:
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Recall: Recall measures the percentage of the positive group that was correctly predicted to be positive
by the model. Recall is not affected by imbalance because it is only dependent on the positive group. Recall
does not consider the number of negative samples that are misclassified as positive, which can be problematic
in problems containing class imbalanced data with many negative samples.

F1 Score: F1 score combines precision and recall using the harmonic mean, where coefficient β is used to
adjust the relative importance of precision versus recall. The general formula with equal weight to precision
and recall is given by:

F1 =
2 · precision · recall
precision+ recall

=
2TP

2TP + FP + FN
(5)

Balanced Accuracy: Balanced Accuracy is the average of the individual accuracy of all classes. Balanced
accuracy is one of the most frequently used metrics when dealing with class imbalance.

BAC =
1

2

(
TP

TP + FN
+

TN

FP + TN

)
(6)

4.2 Quantitative Analysis

We split the dataset into train and test data for both the autoencoder and classifier. We use 80% for training
and validation and 20% for testing. We shuffle the dataset before each training iteration to evaluate the
models across the dataset. The shuffle is applied over organisms, so that the images from same organism are
not in both traning and test set. We train the autoencoder for 20 epochs and the classifier for 200 epochs.
We use the Xavier initializer to initiate the weights and use the Adam optimizer with a learning rate of .001
to learn the parameters. We visualize the training accuracy and loss against the number of training epochs.
Then we show the comparative performance of our model against other popular machine learning methods.

Fig. 6. (Left) Training accuracy of autoencoder against number of epochs. (Right) Autoencoder training loss against
number of epochs. The terms ‘train’ and ‘val’ are for training and validation data.

4.3 Comparative Analysis

We shuffle the dataset before doing the train-test split for both the autoencoder and classifier. We perform
10 iterations of training and use the average score to compare the result. Other than neural network we also
compare the results with other machine learning methods like a convolutional neural network, PCA + neural
network, SVM classifier, and PCA + KNN.

We shuffled the data-set before each iteration of train-test split to validate the results across the dataset.
For the base neural network we report the accuracy on individual images and also on organisms (image
sets) based on majority vote. We have also reported the accuracy with under-sampling method, where we
have used a subset of the non-invasive images to balance the two classes. For PCA we report accuracy on
individual images and similar feature averaging for organisms-wise results. The accuracy for autoencoder
based feature average is highest for the 48 features.
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Fig. 7. (Left) Training accuracy of classifier against number of epochs. (Right) Classifier training loss against number
of epochs. The terms ‘train’ and ‘val’ are for training and validation data. During the training we monitored validation
loss for stop criteria .

Table 2. Experimental results on three evaluation metrics: F1-Score, Balanced Accuracy, and Recall. These results
are based on the average of 10 experiments. The results at the top are based on classification of image-set of each
organism (each prediction is for one organism using a set of images). The results at the bottom are based on individual
images of all organisms in the test set (each prediction is for an individual image). The base neural network is trained
to classify each image. For method 4 we used majority voting to make prediction on each organism. The results show
that the feature averaging process gives reliable improvement.

Type # Method Test Size F1 Score BAC Recall

Classify Each
Organism

1 Feature Averaging (64 features) 850 97.1± 0.9% 98.2± 0.7% 96.3± 0.5%

2 Feature Averaging (48 features) 850 97.1± 0.3% 98.2± 0.3% 96.3± 0.4%

3 Feature Averaging (16 features) 850 90.5± 0.3% 95.2± 1.2% 88.8± 1.5%

4 Base Neural Network (CNN) 850 88.1± 0.7% 89.4± 0.3% 82.5± 0.6%

5 PCA (Feature Average) + Neural Network 850 86.7± 0.6% 92.5± 0.7% 85.5± 0.4%

Classify Each
Image

6 Base Neural Network (CNN) 20, 196 80.2± 1.2% 89.3± 1.6% 80.1± 1.4%

7 Base Neural Network (under-sampling) 20, 196 82.2± 1.1% 87.5± 1.5% 82.7± 1.1%

8 PCA + Neural Network 20, 196 66.8± 1.1% 82.9± 1.3% 54.9± 0.9%

9 SVM 20, 196 74.6± 0.6% 83.0± 0.3% 79.3± 0.8%

10 PCA+ 3-Nearest Neighbour 20, 196 64.2± 10.0% 78.7± 5.0% 68.1± 9.0%

Fig. 8. Images of invasive and non-invasive species reconstructed by the autoencoders. Notice that larger autoencoder
features create better reconstructions which also improves the accuracy of the final classification.
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Fig. 9. These are some of the images incorrectly classified by the Base Neural Network (VGG). A lot of these
images have low brightness or have different viewpoints that causes incorrect prediction. On, the other hand, Feature
averaging on a set of images can often classify the organism correctly.

Fig. 10. 1. These are the invasive reconstruction created from images of an organism and at the bottom the decoder
reconstruction from average representation. 2. Similar average representation of a Non-invasive organism

This is a binary classification problem. For single images, a convolutional neural network has F1 score of
80%. Instead of single image based classification, an image-set based classification can generally get higher
accuracy in vast number of cases [42,47]. Our results show that autoencoder based feature averaging improves
the accuracy significantly over single image classification and has consistent performance comparable to state-
of the art image-set classification techniques. Moreover, it shows that, feature fusion applied over an image-set
before classification has an advantage over voting at the end of classification.

5 Conclusion

This paper presents a framework to recognise invasive zebra and quagga musell larvae from videos of water
samples. Our solution is based on image-set classification using a feature averaging method that creates
a representation for each organism and the final prediction is made using the average representation. Our
experiments establish the robustness of this method compared to other image classification techniques.

The spread of invasive species is a critical problem that has global impact. Our main contribution here is
to show that it is possible to separate invasive species like zebra and quagga mussels from non-invasive species
using deep learning based feature averaging technique. Our current classification process involves training
two different neural networks: an autoencoder and a classifier based on a feed forward neural network. In
future our goal is to be able to do the classification with an end-to-end neural network based model that can
take advantage of the movement as well as shape of invasive species. Other than that, there are variables
such as image/object size, weather, season (e.g. Fall or Spring), that might be relevant to the classification.
Finally, there is opportunity to extend this work to include other invasive species that are relevant to United
States water-bodies like Green crabs, Asian carp, hydrilla, Northern Snakehead etc.
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