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#### Abstract

Clustering / segmentation is widely used in the field of data mining. Even in image mining, clustering / segmentation image holds a very important role. Clustering / segmentation image is developed in a variety of approaches, among others: Regiongrowing approach, the approach boundary Region, Graph approach. One of the graph approach is the use of minimum spanning tree. Pixel of the image is seen as a point and the edge is seen as the difference in intensity for two adjacent points. Then we determine the minimum spanning tree using Kruskal's algorithm. Edge that weight is greater than a threshold discarded, so that will be formed several sub tree. Threshold used to cut the minimum spanning tree generated by Kruskal's algorithm, preferably in the form $\bar{c}+a \sigma$ with $a$ value between 1 to 1.5 , where $\bar{c}$ is the average weight and $\sigma$ is standard deviation of minimum spanning tree. Suppose MST1, MST2 is different minimum spanning tree generated by Kruskal's Algorithm on graph $G, c$ is weight on graph $G, \mathrm{E}($ MST1 $)=\left\{e_{11}\right.$, $\left.e_{12}, \ldots, e_{1 p}\right\}$ is the set of edges on minimum spanning tree MST1, E(MST2) $=\left\{e_{21}, e_{22}, \ldots\right.$, $\left.e_{2 q}\right\}$ is the set of edges on minimum spanning tree MST2, $\mathrm{c}\left(\mathrm{e}_{11}\right) \leq \mathrm{c}\left(\mathrm{e}_{12}\right) \leq \ldots \leq \mathrm{c}\left(\mathrm{e}_{1 p}\right)$, dan $\mathrm{c}\left(\mathrm{e}_{21}\right) \leq \mathrm{c}\left(\mathrm{e}_{22}\right) \leq \ldots \leq \mathrm{c}\left(\mathrm{e}_{1 q}\right)$. Then $p=q$, and $\mathrm{c}\left(\mathrm{e}_{1 \mathrm{i}}\right)=\mathrm{c}\left(\mathrm{e}_{21}\right)$ for each $i \in\{1,2, \ldots, p\}$. Suppose $\mathrm{S}_{\mathrm{T} 1}=\left\{\mathrm{T}_{11}, \mathrm{~T}_{12}, \ldots, \mathrm{~T}_{1 p}\right\}, \mathrm{S}_{\mathrm{T} 2}=\left\{\mathrm{T}_{21}, \mathrm{~T}_{22}, \ldots, \mathrm{~T}_{2 q}\right\}$, respectively, is set of disjoint sub-tree of MST1, MST2 after the edge with the greater weight of the threshold is removed, and $\mathrm{P}\left(\mathrm{T}_{i j}\right)$ is the set of points on sub tree $\mathrm{T}_{i j}$, for $i=1,2$, dan $j=1,2, \ldots$, $\max \{p, q\}$. Then $p=q$, and for each $s \in\{1,2, \ldots, p\}$, there are $t \in\{1,2, \ldots, p\}$ such that $\mathrm{P}\left(\mathrm{T}_{1 s}\right)=\mathrm{P}\left(\mathrm{T}_{2 t}\right)$.


## 1 Introduction

Computer vision is a field of computer science that studies how computers can recognize objects in a digital image. Stereo vision is one of the areas of computer vision that discusses how to determine the three-dimensional coordinates of each pixel in the image. This field is very fast growing. Even Middlebury homepage (http: // paint. Middlebury.edu/stereo/) provides four pairs of stereo image with simple configuration to be contested, namely: Tsukuba, Venus, Teddy and Cones. One important step in any method used in stereo vision is clustering / image segmentation [1,2]

Clustering / segmentation is widely used in the field of data mining. Even in image mining, clustering / segmentation image has a central role. Clustering / segmentation image is developed in a variety of approaches, among others: Region-growing approach, the boundary approach, Graph approach. One approach is a Region-growing meanshift method. This method uses a series of vectors towards the converging point [3]. But the election of bandwidth greatly
affect the outcome of this segmentation. If the value of the greater bandwidth then the regions into smaller segments. Mean shift method still has weaknesses, namely: broader segment formed by adding bandwidth is not always a combination of segments for smaller bandwidth [4]. Use edge functions in Matlab is usually used to develop the border approach [5]. One of the graph approach is the use of minimum spanning tree. Pixels of the image is seen as a point while the edge is seen as the difference in intensity for two adjacent points. Subsequently, minimum spanning tree edge is determined and greater than threshold discarded [6].

This paper is a case study for image cones in Middlebury homepage. Issues to be studied are how the election of a minimum spanning tree for segmenting the image. How threshold election to get a good image segmentation.

We will discuss about the kinds of clustering and segmentation, and its use in Section 1. Section 2 discusses While spanning tree. Finally in Section 3 discusses the effect of using Kruskal's algorithm for image segmentation.

## 2 Reader Review

### 2.1 Graph

Definition 1. An undirected graph is a triple $(V, E, \Psi)$, where $V$ and $E$ are finite sets and $\Psi: E \rightarrow\{X \subseteq V:|X|=2\}$. A directed graph or digraph is a triple $(V, E, \Psi)$, where $V$ and $E$ are finite sets and $\Psi: E \rightarrow\{(\mathrm{v}, \mathrm{w}) \in V \times V: \mathrm{v}$ $\neq \mathrm{w}\}$.By a graph we mean either an undirected graph or a digraph. The elements of $V$ are called vertices, the elements of $E$ are the edges.

Two edges $e, e^{\prime}$ with $\Psi(e)=\Psi\left(e^{\prime}\right)$ are called parallel. Graphs without parallel edges are called simple. For simple graphs we usually identify an edge $e$ with its image $\Psi(e)$ and write $G=(V(G), E(G))$, where $E(G) \subseteq\{X \subseteq V(G)$ : $|X|=2\}$ or $E(G) \subseteq V(G) \times V(G)$. We often use this simpler notation even in the presence of parallel edges, then the "set" $E(G)$ may contain several "identical" elements. $|E(G)|$ denotes the number of edges, and for two edge sets $E$ and $F$ we always have $|E \cup F|=|E|+|F|$ even if parallel edges arise [7]. For the purposes of the calculation we should not only rely on the presentation of the graph in the form of a set or graph. Presentation in the form of a matrix would be helpful, for example adjacency matrix, and edge matrix.

Graph used to present discrete objects and the relationships between these objects. Image is one example of the graph, where images can be viewed as a collection point / pixel, and the relationship of adjacent dots is seen as edge. The weights of these relationships can also be calculated by the difference in intensity of adjacent pixels. One way to make a graph of the image can be seen
in Fig.1. Pieces image and color intensity in Fig is taken from cones image in row 31 to 38 and column 436 to 443.

| 172 | 168 | 165 | 177 | 150 | 133 | 135 | 134 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 165 | 172 | 185 | 120 | 74 | 143 | 135 | 128 |
| 182 | 180 | 106 | 33 | 79 | 147 | 120 | 120 |
| 160 | 74 | 54 | 47 | 93 | 136 | 119 | 127 |
| 81 | 36 | 73 | 48 | 94 | 132 | 126 | 129 |
| 86 | 50 | 71 | 47 | 101 | 135 | 127 | 131 |
| 81 | 52 | 70 | 44 | 113 | 139 | 127 | 129 |
| 71 | 52 | 65 | 44 | 120 | 136 | 124 | 126 |

a. Pixel Intensity Values

b. Graph of Fig.1.a

Fig. 1. Formed Graph of Image

### 2.2 Minimum Spanning Tree (MST)

An undirected graph without a circuit (as a sub graph) is called a forest. A connected forest is a tree. A vertex of degree 1 in a tree is called a leaf. A star is a tree where at most one vertex is not a leaf. The following theorem is an existence and non-unique from the spanning tree.

Theorem 2. Every connected graph G has the spanning tree.
Theorem 3. Let $G$ graph with $n$ points, $P$ incidence matrix, and $J$ square matrix with all its elements 1 . The amount of labeled spanning tree of a graph $G$ is $k(G)=\operatorname{det}\left(J+P P^{t}\right) / n^{2}$.

So we can make the spanning tree for each graph that is formed from the image. In this section, we consider the following two problems that are equivalent [7]:

## Maximum Weight Forest Problem

Instance : An undirected graph $G$, weights $c: E(G) \rightarrow \mathrm{R}$.
Task : Find a forest in $G$ of maximum weight.

## Minimum Spanning Tree Problem

Instance : An undirected graph $G$, weights $c: E(G) \rightarrow \mathrm{R}$.
Task : Find a spanning tree in $G$ of minimum weight or decide that $G$ is not connected.

Proposition 4. The Maximum Weight Forest Problem and the Minimum Spanning Tree Problem are equivalent.

The following algorithm for the Minimum Spanning Tree Problem was proposed by Kruskal's Algorithm. It can be regarded as a special case of a quite general greedy algorithm. In the following let $n:=|V(G)|$ and $m:=|E(G)|$.

## Kruskal's Algorithm

Input : A connected undirected graph $G$, weights $c: E(G) \rightarrow \mathbf{R}$.
Output : A spanning tree $T$ of minimum weight.

1. Sort the edges such that $c\left(e_{1}\right) \leq c\left(e_{2}\right) \leq \ldots \leq c\left(e_{n}\right)$.
2. Set $T:=(V(G), \emptyset)$.
3. For $i:=1$ to $m$ do:

If $T+e_{i}$ contains no circuit then set $T:=T+e_{i}$.

Theorem 5. Kruskal's algorithm produces a minimum spanning tree of a connected simple graph.
Proof. The proof consists of two parts [8, 9]. First, it is proved that the algorithm produces a spanning tree. Second, it is proved that the constructed spanning tree is of minimal weight.
(1) Spanning Tree: Let P be a connected, weighted graph and let $Y$ be the sub graph of $P$ produced by the algorithm. Obviously $Y$ cannot form a circuit and $Y$ cannot be disconnected, since the first encountered edge that joins two components of $Y$ would have been added by the algorithm. Thus, $Y$ is a spanning tree of $P$.
(2) Minimality: The proof is by contradiction. Assume that $Y$ is not a minimal spanning tree and among all minimum weight spanning trees, we pick $Y$ which has the smallest number of edges which are not in $Y$. Consider the edge $e$ which was first to be added by the algorithm to $Y$ of those which are not in $Y_{1}$. $Y_{1} \cup e$ forms a circuit. Being a tree, $Y$ cannot contain all edges of this circuit. Therefore this circuit contains an edge $f$ which is not in $Y$. The graph $\mathrm{Y}_{2}=$ $Y_{1} \cup e \backslash f$ is also a spanning tree and therefore its weight cannot be less than the weight of $Y_{1}$ (since $Y_{1}$ is one of the minimal spanning tree with the smallest number of edges) and hence the weight of e cannot be less than the weight of $f$ (i.e. $c(e) \geq c(f)$ ). However, the edge $e$ is selected at the first step by Kruskal's algorithm which implies that it is of the minimal weight of all edges. (i.e. $c(e) \leq$ $c(f)$ ). Thus the weight of $e$ and $f$ are equal $(c(e)=c(f))$, and hence $Y_{2}$ is also a minimal spanning tree. But $Y_{2}$ has one more edge in common with $Y$ and $Y_{1}$, which contradicts to the choice of $Y_{1}$.

### 2.3 Using Minimum Spanning Tree for Segmenting the Image

Peter [6] explains that the image of mining is more than just an extension of data mining for image domain. Image mining is a technique used to extract the direct knowledge of the image. Image segmentation is the first step in image mining. Minimum Spanning Tree-based Structural Similarity Clustering for Image Mining with Local Region Outliers (MSTSSCIMLRO) algorithm is used for segmenting the image. MSTSSCIMLRO given to detect anomalies (outlier). MSTSSCIMLRO algorithm uses Euclidean distance weighted to the side (edge), which is a key element in building a graph of the image. Image segmentation based MST is a fast and efficient method to produce a set of segments of an image. This algorithm uses a new cluster validation criteria based on geometric properties partitioning of the data set to find the right number of segments. The algorithm works in two stages. The first stage of the algorithm creates a number of clusters / segments optimal, where as the second
phase of the algorithm further segment the optimal number of clusters / segments and detecting outliers local area.

Fig. 1 explains how to convert the image into a graph. Minimum Spanning Tree (MST), symbolized EMST1, constructed using Kurskal's algorithm. Furthermore, the calculated average of all edges contained in EMST1 ( $\bar{c}$ ), and standard deviation ( $\sigma$ ). Each side $e_{i}$ with $c\left(e_{i}\right)>\bar{c}+\sigma$ removed from EMST1 and this has resulted in a set of disjoint sub-tree, for example: $S_{T}=\left\{T_{1}, T_{2}, \ldots\right\}$. Every $\mathrm{T}_{i}$ is seen as a cluster / segments

MSTSSCIMLRO algorithm does not require the users to select and try various parameters combinations in order to get the desired output. The benefit of the algorithm is to find similarity structures (segments) within clusters. Outliers have little or no influence, and may not be isolated as noise in the data. This algorithm does not assume fixed number of segments. According to how different pixels in the same cluster are allowed, the algorithm determines the numbers of segments through the processes. We do think that this is more natural way to segment image. All of these look nice from theoretical point of view, there is still some room for improvement for running time of the clustering algorithm [6].

## 3 Results and Discussion

Image used in this paper is the cones in Fig. 2 taken from Middlebury homepage (http://cat.middlebury.edu/stereo/) with a gray color. Pieces image in Fig. 1 taken from Fig. 2 in row 31 to 38 and column 436 to 443. The square box on the top right area is a sample image that will be considered. This image is composed of $8 \times 8$ pixels. The intensity of each pixel can be seen in Fig.1.a and a graph that is formed can be seen in Fig.1.b.


Fig.2. Image of Cones

Graph in Fig.1.b written in the form of a matrix, where the figure in white in a circle stating point on the graph, and the number of black states the weight of the side that connects two points of them. Theorem 3 says that the spanning tree is not unique. Fig. 3 is a minimum spanning tree that may be formed from the graph in Fig.1.b. There are 8 minimum spanning tree that may occur, namely: the product of the possibility of selecting two edge with weight 7 on the upper left area, 2 edge with weight 7 on the lower right area, and the two edge with weight 2 on the lower right area. With regard measures Kruskal's algorithm, minimum spanning tree results differ only by the difference in the selection of the same edge weight. So that the edge election does not reduce the amount of edge on the minimum spanning tree, and the sum of weights of all edges in the minimum spanning tree. These results will be written in Theorem 6.

Theorem 6. Suppose MST1, MST2 is different minimum spanning tree generated by Kruskal's Algorithm on graph $G, c$ is weight on graph $G, \mathrm{E}$ (MST1) $=\left\{e_{11}, e_{12}, \ldots, e_{1 p}\right\}$ is the set of edges on minimum spanning tree MST1, $\mathrm{E}(\mathrm{MST} 2)=\left\{e_{21}, e_{22}, \ldots, e_{2 q}\right\}$ is the set of edges on minimum spanning tree MST2, $\mathrm{c}\left(\mathrm{e}_{11}\right) \leq \mathrm{c}\left(\mathrm{e}_{12}\right) \leq \ldots \leq \mathrm{c}\left(\mathrm{e}_{1 p}\right)$, dan $\mathrm{c}\left(\mathrm{e}_{21}\right) \leq \mathrm{c}\left(\mathrm{e}_{22}\right) \leq \ldots \leq \mathrm{c}\left(\mathrm{e}_{1 q}\right)$. Then $p=q$, and $\mathrm{c}\left(\mathrm{e}_{1 i}\right)=\mathrm{c}\left(\mathrm{e}_{2 i}\right)$ for each $i \in\{1,2, \ldots, p\}$.

As a result of Theorem 6 is that the average weight of edges $(\bar{c})$ and standard deviation $(\sigma)$, for all the possible minimum spanning tree, will not change. So for each minimum spanning tree elected in Fig .3, we obtain $\bar{c}=$ 8.5 and $\sigma=10.9$.


Fig.3. Minimum Spanning Tree of Fig.1.b Graph

Threshold is a linear combination of the average and standard deviation ( $\bar{c}+a \sigma$ ), because the average and standard deviation does not change for each minimum spanning tree. Threshold used in this paper is the threshold that is not requested from the user. If we choose the threshold $(\bar{c}+\sigma)$ equal to 19.4 then all edge that weighs more than 19.4 will be deleted. So edge (12, 13), (19, 27), $(17,25)$, and $(26,27)$ is removed from the minimum spanning tree. Fig (.4) is the result of the removal of all the edge and resulted in 7 sub tree (segment / cluster).


Fig.4. Seven Sub Tree or segment formed with Threshold 19.4

Sub tree (segments) which is formed in Fig. 4 consists of seven sub-tree (segments) where 4 sub tree only has one point (pixel), one sub-tree (segments) by 9 points (pixels), 1 sub tree (segments) with 19 points (pixels), and a subtree (pixels) by 32 dots (pixels). Segments which have only one point is an outlier disturbing image segmentation. Collection points outlier is the boundary
of a large segment. For each point / pixel at a sub tree is given the same color. The result can be seen in Fig.5.

We choose the threshold $\bar{c}+a \sigma$, where the value of $\bar{c}=8.5, \sigma=10.9$, $\mathrm{a}=0,0.5,1,1.5,2,2.5,3$ and 3.5 . Selection of the threshold value greatly influences the amount of sub-tree or segments are formed. For a threshold equal to $8.5(a=0)$, the image is divided into 19 sub-tree, namely: 10 sub-tree with 1 pixel, 2 pixels sub tree with 2,3 sub tree by 3 pixels, one sub-tree with four pixels, one sub tree with 6 pixels, 1 sub tree with 7 pixels, and 1 sub tree by 32 pixels. For a threshold equal to $13.9(a=0.5)$, the image is divided into 14 sub-tree, namely: 7 sub tree with 1 pixel, 1 sub tree with 2 pixel, 1 sub tree with four pixels, one sub-tree with a 5 pixel, 1 sub tree with 6 pixels, 1 pixel sub tree with 7,1 sub tree by 9 pixels, and 1 sub tree by 32 pixels. For a threshold equal to $19.4(a=1)$, the image is divided into seven sub-tree, namely: 4 sub tree with 1 pixel, 1 sub tree by 9 pixels, 1 sub tree by 19 pixels, and 1 sub tree by 32 pixels. For a threshold equal to $24.8(a=1.5)$, the image is divided into 5 sub-tree, namely: 2 sub tree with 1 pixel, 1 sub tree with 10 pixel, 1 sub tree by 10 pixels, and 1 sub tree by 32 pixels. For a threshold equal to $30.3(a=2)$, the image is divided into 4 sub-tree, namely: 2 sub tree with 1 pixel, 1 sub tree by 10 pixels, and 1 sub tree by 42 pixels. For $a=2.5$, and 3 , is divided into 4 sub-tree the same as for $\mathrm{a}=2$. As for the threshold is equal to 46.6 ( $a=3.5$ ), the image is divided only into one sub-tree, namely: 1 sub tree by 64 pixels. With regard natural image, the selection of a value preferably between 1 and 1.5 .


Fig.5. Image before and After Method

If we use the MSTSSCIMLRO algorithm to eliminate the edge that weight is greater than the threshold of the minimum spanning tree then we'll get some sub tree. With regard measures Kruskal's algorithm, the result of the minimum spanning tree will be distinguished by a selection edge, with the same weight, in each step. If all equally weighted edge is selected then the graph will have a circle that all points of the edge-edge lies in the circle, but if one edge is removed then for this step, the graph does not have a circle, but all of these points still lies in the same sub tree. If the threshold is greater than the weight of this edge, the sub-tree is not changed. If the threshold is smaller than the weight of the edge then all the edge with the same weight will be eliminated, and all this edge does not affect points on the sub tree. So the selection of the value threshold will not affect the location of the point on the sub tree that is formed. These results will be written in Theorem 7.

Theorem 7. Suppose MST1, MST2 is different minimum spanning tree generated by Kruskal's Algorithm on graph $G, \mathrm{~S}_{\mathrm{T} 1}=\left\{\mathrm{T}_{11}, \mathrm{~T}_{12}, \ldots, \mathrm{~T}_{1 p}\right\}, \mathrm{S}_{\mathrm{T} 2}=$ $\left\{\mathrm{T}_{21}, \mathrm{~T}_{22}, \ldots, \mathrm{~T}_{2 q}\right\}$, respectively, is set of disjoint sub-tree of MST1, MST2 after the edge with the greater weight of the threshold is removed, and $\mathrm{P}\left(\mathrm{T}_{i j}\right)$ is the set of points on sub tree $\mathrm{T}_{i j}$, for $i=1,2$, dan $j=1,2, \ldots, \max \{p, q\}$. Then $p=q$, and for each $s \in\{1,2, \ldots, p\}$, there are $t \in\{1,2, \ldots, p\}$ such that $\mathrm{P}\left(\mathrm{T}_{1 s}\right)=$ $\mathrm{P}\left(\mathrm{T}_{2 t}\right)$.

## 3 Conclusion

The conclusion of this paper is:

1. Threshold used to cut the minimum spanning tree generated by Kruskal's algorithm, preferably in the form $\bar{c}+a \sigma$ with $a$ value between 1 to 2 , where $\bar{c}$ is the average weight and $\sigma$ is standard deviation of minimum spanning tree.
2. Suppose MST1, MST2 is different minimum spanning tree generated by Kruskal's Algorithm on graph $G, c$ is weight on graph $G, \mathrm{E}($ MST1 $)=\left\{e_{11}\right.$, $\left.e_{12}, \ldots, e_{1 p}\right\}$ is the set of edges on minimum spanning tree MST1, and $\mathrm{E}(\mathrm{MST} 2)=\left\{e_{21}, e_{22}, \ldots, e_{2 q}\right\}$ is the set of edges on minimum spanning tree MST2. Then $p=q$, and for each $i \in\{1,2, \ldots, p\}$, there are $j \in\{1,2, \ldots, p\}$ such that $c\left(e_{1 i}\right)=c\left(e_{2 j}\right)$.
3. Suppose MST1, MST2 is different minimum spanning tree generated by Kruskal's Algorithm on graph $G, \mathrm{~S}_{\mathrm{T} 1}=\left\{\mathrm{T}_{11}, \mathrm{~T}_{12}, \ldots, \mathrm{~T}_{1 p}\right\}, \mathrm{S}_{\mathrm{T} 2}=\left\{\mathrm{T}_{21}\right.$, $\mathrm{T}_{22}, \ldots, \mathrm{~T}_{2 q}$ \}, respectively, is set of disjoint sub-tree of MST1, MST2 after the edge with the greater weight of the threshold is removed, and $\mathrm{P}\left(\mathrm{T}_{i j}\right)$ is the set of points on sub tree $\mathrm{T}_{i j}$, for $i=1,2$, dan $j=1,2, \ldots, \max \{p, q\}$. Then $p=q$, and for each $s \in\{1,2, \ldots, p\}$, there are $t \in\{1,2, \ldots, p\}$ such that $\mathrm{P}\left(\mathrm{T}_{1 s}\right)=\mathrm{P}\left(\mathrm{T}_{2 t}\right)$.
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