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Abstract. The botnet has been one of the most common threats to the network security since it exploits multiple malicious codes like worm, Trojans, Rootkit, etc. These botnets are used to perform the attacks, send phishing links, and/or provide malicious services. It is difficult to detect Peer-to-peer (P2P) botnets as compare to IRC (Internet Relay Chat), HTTP (HyperText Transfer Protocol) and other types of botnets because of having typical features of the centralization and distribution. To solve these problems, we propose an effective two-stage traffic classification method to detect P2P botnet traffic based on both non-P2P traffic filtering mechanism and machine learning techniques on conversation features. At the first stage, we filter non-P2P packages to reduce the amount of network traffic through well-known ports, DNS query, and flow counting. At the second stage, we extract conversation features based on data flow features and flow similarity. We detected P2P botnets successfully, by using Machine Learning Classifiers. Experimental evaluations show that our two-stage detection method has a higher accuracy than traditional P2P botnet detection methods.
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1 Introduction

Nowadays, the network environment is highly complex and the security problem is becoming more and more prominent. As the botnet C & C server has a higher degree of concealment, unknown programs are often used by large-scale network intruders. Almost all of the DDoS attacks and 80% to 90% of the spam attacks are initiated by the botnets. Therefore, the botnet has become a big threat to network security and can not be ignored. Early botnets normally used IRC and HTTP as a communication protocol, with a single failure point, and it has been easy to be detected and destroyed. Today, most of the botnets use P2P technology to create C & C (command and control) mechanisms to enhance network traffic concealment. Compared to botnets with IRC and HTTP protocols, P2P
botnets without central nodes have greater threat and concealment. Therefore, P2P botnet is increasingly favored by attackers. P2P botnet detection has also become a hot research area in the field of cyber security.

At present, P2P applications have caused the explosive growth of Internet traffic, which is a huge challenge in terms of data storage and real-time analysis. Therefore, the network of non-P2P traffic filtering is particularly important. This paper aims to examine the features and strategies to detect the botnets. Main contributions of this paper are as follows:

- This article presents a novel approach to classify network traffic and detect botnets through machine learning algorithms.
- We have done classification using two stage technique. This technique covers the limitations of single stage botnet detection e.g. class imbalance.
- We have compared three machine learning algorithms to achieve botnet detection effectively.

1.1 Structure of paper

The Section 1 of this paper, discusses the background, problem description, and approach used in this study. Section 2 gives a brief overview to the literature review. Section 3 gives a brief overview to the two stage botnet detection scheme and mechanism of two-stage scheme. Section 4 discusses the results of the experiments. Finally, Section 5 concludes the paper.

1.2 Problem Description

Research works on botnets among our surveyed literature focuses mainly on designing systems to detect command and control (C&C) botnets, where many bot-infected machines are controlled and coordinated by few entities to carry out malicious activities [1]. Those systems need to learn decision boundaries between human and bot activities, therefore ML-based classifiers are at the core of those systems, and are often trained by labeled data in supervised learning environments. The most popular classifier is support vector machines (SVMs) with different kernels, while spatial-temporal time series analysis and probabilistic inferences are also notable techniques employed in ML-based classifiers. Clustering is mostly used in natural language processing (NLP), to build a large-scale system to identify bot queries [2]. In botnet detection literature, two core assumptions are widely shared:

1. Botnet protocols are mostly C&C [3].
2. Botnet behaviors are different and distinguishable from legitimate human user, e.g., human behaviors are more complex [4].

Other stronger assumptions include that the bots and humans interact with different server groups, and features are independent which are generated by bots and humans, from different messages. Classification techniques, e.g., Weighted
Least Square, Binary Classifier and hypothesis testing, are usual system components [5]. Attempts have been made to abstract state machine models of network to simulate real-world network traffic and create honeypots. Ground reality is often heuristic, labeled by human experts, or a combination are used, for example, the game masters visual inspections serve as ground truth to detect bots in online games [6]. In retrospect, the evolution of botnet detection is clear from earlier and more straightforward uses of classification techniques such as clustering and NB, the research focus has been expanded from the last step of classification, to the important preceding step of constructing suitable metrics, that measures and distinguishes bot-based and human-based activities [2,4].

1.3 Our Approach

This paper proposes a two-stage detection method for P2P botnets, i.e., the first stage is based on port judgment, DNS query and data flow count in the session to filter non-P2P traffic; and the second stage is based on session characteristics to identify P2P botnet. The method is used on the bases of session feature to effectively reduce the data packets to be analyzed. Furthermore, Machine Learning algorithms are used to classify and identify the traffic. At the same time, we compare our experiments by using three machine learning algorithms on the datasets collected from diverse sources. The experimental results show that the Decision Tree algorithm is the most accurate for P2P botnet detection.

2 Related work

Machine Learning algorithms have been widely used to classify the internet traffic. Irrespective of the class imbalance problem, ML algorithm classifiers such as Decision Trees and Neural Networks, may produce a high accuracy but low byte accuracy. Zhang et al. [7] proposed two algorithms based on feature selection and extended wsu_auc selection to apply the best features practically. They achieved more than 94% accuracy with an average byte accuracy of over 80%.

In 2017, Chen et al. [8] proposed a detection method for botnets in high speed network environment. In this PF_RING was used to solve the problem to high packet drop rate and for the extraction of required fields from the traffic data. Random forest algorithm was used by the author on the CTU dataset. They obtained high accuracy but the unimpressive part of this paper is the use of only offline public dataset and no other online or self-generated data.

Zeng and Shen [2] proposed a two-step distributed approach for storm botnet detection which includes a set of heuristics and first-step port numbers and an SVM classifier. Their accuracy of their method was more than 95% with 8 - 12% of FP rate. This scheme works well with 0% FP rate and 8% false negative rate (FN) to detect storm botnets Host. According to Zhang et al. [9], the P2P client is first identified by extracting the statistical fingerprint of P2P communication, and the legal P2P network and the P2P botnet are further distinguished.
Texture-based detection [10,11] is the design of detection rules by analyzing botnets or communication traffic to extract features such as MD5, PE head format, etc., but the initial detection rules will fail after the botnet application changes their communication mode and packet format. At the same time, if the currently used signature cannot effectively represent the characteristics of the zombie program, the detection strategy will have a higher false alarm rate. Ye et al. [12] used a signature-based classification, combined with heuristics and a statistical-based classifier in the clad layer using a C4.5 algorithm built at the flow level and achieved a high accuracy of 97.46%.

Detection based on host behavior [13,14] detects zombie programs by monitoring changes in the host process, file, network connection and registry content in a controllable environment. The method cannot detect new and variant botnet programs. For example, an attacker could use such new detection and hiding techniques such as rootkits, anti-debugging to avoid such detection strategies.

Pattern-based and statistic-based approaches were proposed to overcome the limitations of port-based and signature-based techniques [15]. Wang et al., [16] proposed a P2P storm botnet detection method based on C & C traffic stability. Their approach is to be able to combine storms with C 98% . The flow was "stable" and the false positive rate was 30% [17]. Jiang [15] discovered C & C communication from P2P robots and found flow dependency in C & C flow, but when these flows are few, this method may find it difficult to find flow dependence.

3 Proposed Scheme for Botnet Detection

3.1 Two-stage Detection Method

This section describes the methods proposed in this paper to detect bot-bling traffic in two phases. The focus of this method is on non-P2P traffic filtering and the extraction of the characteristics of the session. The architecture of the model is shown in Fig. 1. The first stage of the model will start from the three aspects of packet filtering rules, session characteristics and classification algorithm. The second stage, classify the traffic as either the traffic is normal P2P or botnet traffic.

First Stage of Traffic Classifier: At present, port identification, signature recognition, and identification are commonly used methods for P2P traffic identification. These methods are based on stream feature [18]. However, the port identification method can not recognize P2P applications with random ports or custom ports. DPI (Deep Packet Inspection Technology), does not recognize encrypted P2P traffic [16]. Stream-based identification methods can only determine P2P applications of the partial flow, and has a high false alarm rate. Therefore, we use non-P2P well-known port filtering mechanism, DNS query, flow counting rules to filter non-P2P traffic, combined with fast heuristic P2P traffic identification method, as shown in Fig. 2.
Port filtering is a packet-level filtering method, mainly filtering the commonly used non-P2P application traffic. DNS query is a stream-level filtering method, flow counting and port judgment is a session-level filtering method, the two rules are mainly filtered web pages and other non-P2P traffic. Among them, the port-based filtering method can identify some common non-P2P application traffic, such as SSH generally use port 22, Telnet (remote login) use port 23. Commonly used applications and their corresponding port numbers are shown in Table 1.

In general, P2P node communication does not require domain name resolution, but directly read the IPS list stored in the local configuration file to obtain IP. However, for non-P2P applications, DNS domain name resolution must be used to obtain IP. Therefore, one of the criteria for determining non-P2P network data flows such as Web and Mail etc., is resolved by domain name and may be the destination IP address in the network flow.

When a user sends a Web application service request normally, the Web application uses a multi-port, parallel-requested connection to an IP address on a page. As a result, multiple data streams appear in the same session. The P2P network node communicates each time using a pair of random source and destination ports. Therefore, we can use flow counting and port determination...
Table 1. Common applications and their corresponding ports

<table>
<thead>
<tr>
<th>Application</th>
<th>Port Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSH</td>
<td>22</td>
</tr>
<tr>
<td>TelNet</td>
<td>23</td>
</tr>
<tr>
<td>MAIL</td>
<td>25, 110, 143, 465, 220, 993, 995</td>
</tr>
<tr>
<td>NetBios</td>
<td>125, 137, 139, 445</td>
</tr>
<tr>
<td>Remote</td>
<td>3389</td>
</tr>
<tr>
<td>FTP</td>
<td>20, 21</td>
</tr>
<tr>
<td>NTP</td>
<td>123</td>
</tr>
</tbody>
</table>

to filter non-P2P traffic. If a session is using the TCP protocol and 80, 8080 or 443 port, and the number of sessions in the flow exceeds the threshold, then the session can be considered a web page traffic session. Where the number of valid streams in a session is represented; the threshold is selected based on the number of streams that appear in the normal page access session. Using the capture tool to collect simple and relatively complex web page requests, the analysis results show that the simple web page is generally 3 to 4 connection requests, and the complexity of the page connection request is 5 to 8. Therefore, the threshold is set to 3 in this article.

Although this phase of the method can not accurately detect the identified P2P applications, but it can be in the real network environment to filter out the vast majority of non-P2P traffic and a small amount of secure P2P traffic.

Second Stage of Traffic Classification:
(i) Feature Extraction:
Through the analysis of the data flow characteristics of P2P botnet, the traffic characteristics between the zombie hosts that join the same botnet are similar. Therefore, this paper uses the session-based strategy for feature extraction, that is, with the same destination address of the data flow in the same session, reducing the number of stream features and the number of data, thereby improving the detection efficiency.

(ii) Session Duration:

P2P zombie host and other zombie host communication process is automatically completed by the zombie program, the flow of the duration is generally short and very fixed. Therefore, you can extract the average, maximum, minimum, and standard deviation of the duration of the session, and the average interval of the upstream (downstream) stream packets in the session as a feature.

(iii) Distribution of The Flow in The Session:

In the process of communication between two nodes in the P2P botnet, the size and transmission quantity of the transmitted packets are relatively small, and the C & C communication flow generated by the zombie host in the same botnet has great similarity. This was observed in our simulations. Therefore, we can distinguish between normal P2P network traffic and P2P botnet traffic by using the distribution of traffic in the session. Fig. 3 describes the role of classification in the second stage. The average of the maximum packet length of the upstream/downstream in the extraction session, the average of the average packet length, the average of the minimum packet length, the standard deviation of the average packet length, and the average of the number of valid packets, the standard deviation of the number of packets, the average number of bytes

**Fig. 3.** Second Stage Traffic Classifier
transmitted, and the standard deviation of the number of bytes transmitted as a feature. The simulation is shown in Fig. 6, Fig. 7 and Fig. 8.

4 Experimental Results and Analysis

4.1 Evaluating Metrics

We assessed the execution of our methodologies utilizing 10-fold cross validation. The methodology of k-fold cross validation is shown in Fig. 4. The first example was arbitrarily apportioned into ten equivalent measured sub-tests. Nine sub-tests were utilized for training the model and the remaining one sub-test was held for the testing. The procedure was reshaped ten times, utilizing an alternate sub-sample for testing, every time. The outcomes were then found the average value for single and final result. All tests were utilized once for validation. Furthermore, we used wrapper method for feature selection. The mechanism of wrapper technique is shown in Fig. 5.

**Fig. 4.** K-Fold Cross Validation

**Accuracy of Detection Model** The percentage of correctly classified instances among the total number of instances.

**False Alarm Rate** FP False positive rate—the rate of P2P recognized incorrectly.

FN False negative rate—the rate of Normal P2P recognized incorrectly as botnets.
Recall rate is calculated by the following formula with given number of true positives and false negatives.

\[ TPR = \frac{TN}{TN + FP} \]

The TPR is referred to “sensitivity” or the “true positive rate” sometimes. Precision is calculated by the following formula which is also known as “positive predictive rate”:

\[ FPR = \frac{FN}{FN + TP} \]

4.2 Dataset and Experimental setup

To ensure the reliability and scalability of our proposed model, we trained our model with network flow data from a diverse variety of sources. The dataset includes different types of botnets tested in different kinds of environmental setup. We set a VMWare virtual environment in widows 10 and Linux operating systems. Nfddump was set up on the system to collect network data. Nfddump captures network flow and stores into nfcapd files. One instance of the the nfcapd file is associated with a flow data record over time. We used Wireshark in window environment to capture the network flow because Wireshark is an open source software which is available free of cost. The advantage of utilizing nfcapd in a linux domain is that it records countless highlights of the network traffic which turn out to be very favorable in further investigation. It likewise runs discreetly out of sight utilizing insignificant handling memory and power, thus an ideal decision as a tool to gather information. Description of the famous datasets which we used in our experiments are discussed below.
CTU-13 Dataset [19]: We used the dataset of CTU-13 project to do experiments because it contains thirteen various captures of different botnet samples i.e., IRC, SPAM, CF (Click Fraud), DDoS, FF (FastFlux), PS (Port Scan), US (Compiled and Controlled by us), HTTP. The capture files are stored in the pcap form. The dataset of CTU-13 project is a labeled dataset with background traffic, botnet and normal. We have also downloaded non-malicious packets to combine with CTU-13 dataset. Fig. 6 shows the simulation of the running Wireshark environment. Fig. 7 and Fig. 8 are the simulations of Donbot botnets and Sogou botnets respectively.

![Wireshark Input Output Graph: VMware Network Adapter](image1.png)

**Fig. 6.** Wireshark Input Output Graph: VMware Network Adapter

![Wireshark Input Output Graph: Donbot Botnet Capture](image2.png)

**Fig. 7.** Wireshark Input Output Graph: Donbot Botnet Capture

### 4.3 Classifier selection

So far, many supervised machine learning algorithms are used to classify data e.g. Khan et. al. [20,21] analysed ResNet and GoogleNet models for malware detection using image processing technique. Kumar et. al. [22] used CNN model for malicious code detection based on pattern recognition. In this paper, we have
compared following classification algorithms to verify the detection rate of the proposed method;

1) Naive Bayes classification algorithm,
2) Decision Tree classification algorithm,
3) ANN

These algorithms are based on session characteristics to detect P2P botnet traffic, the Decision Tree algorithm shows a high accuracy. The Decision Tree algorithm uses the binary tree as a classification tree. The principle of each classification tree is recursively from top to bottom, and its training set is obtained by returning the original training data set. In order to minimize the occurrence of the fitting phenomenon, the Decision Tree uses the Bagging random sampling method to construct the classification tree. Therefore, this paper uses the Decision Tree classification algorithm for high-speed network environment P2P botnet traffic detection.

Using Naive Bayes classification algorithm and ANN, the detection rate was 75.5% and 93.8%, respectively, but the results of Decision Tree algorithm was noted as high as 94.4%. Therefore, Decision Tree algorithm for various types of P2P botnet traffic detection is more accurate than the other two classification algorithms. So the Decision Tree detection algorithm based on session feature has greatly improved the detection rate of P2P botnet.

5 Conclusion

In this paper, a hybrid technique for P2P botnet detection is proposed on the basis of session features. Firstly, non-P2P traffic was filtered from packet, stream and session level respectively. Then, P2P botnet classifiers were used to classify the Normal P2P communication and P2P botnet on the basis of session features. This study combines the advantages Detection Method Based on Flow Similarity. The validity of the proposed method is verified by using the open sourced published data set. It is noted from the experimental results, that two-stage technique can effectively detect P2P botnet traffic. We evaluated the model by
Fig. 9. Comparison of three machine learning classifiers on P2P botnet detection

comparing three different classifiers and noted that the Decision Tree classifier has a higher accuracy.
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