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Abstract—This paper proposes a novel approach for optimizing
online shopper purchase intent prediction using feature selec-
tion combined with Adaptive Synthetic Sampling (ADASYN).
A supervised learning technique is applied to predict whether
the customer visits ending with shopping or not based on the
features. However, not all features are important to predict
the classes. In addition, a suboptimal performance may occur
due to the class imbalance problem. Therefore, we propose
Information Gain and Correlation feature selection to select
the most important features. ADASYN is additionally used to
deal with the class imbalance problem by adaptively generating
new synthetic samples of the minority class with considering
density distribution. The proposed approach is run using Random
Forest classifier. The results indicate that ADASYN effectively
improves the classification performances in terms of accuracy,
precision, recall, and F1-score. The use of feature selection
combined with ADASYN has been compared to previous works,
the results indicate that our proposed approach outperforms all.
We additionally use a statistical test to show that our results are
statistically significant. By these results, our proposed approach
is promising in optimizing classification performances.

Index Terms—ADASYN, class imbalance problem, feature
selection, online shoppers’ purchasing intention, Random Forest.

I. INTRODUCTION

Recently, most business activities provide online shopping
services due to the pandemic. Many e-commerce and com-
panies set strategies to maintain engagement with customers
including invest in advanced technology. One of the strate-
gies is the application of machine learning using supervised
learning methods. It can be implemented for online shopper
purchase intent (OSPI) prediction whether the customer visits
ending with shopping or not. Many studies on OSPI prediction
have been done with different approaches. The use of some
classifiers was applied to predict the online shopper behavior.

As in [1], different classification algorithms, as well as
ensemble methods, were used to identify a suitable model.
Decision Tree, Naı̈ve Bayes, and SVM were run with accuracy,
respectively, 85.9%, 84.17%, and 83%. In addition, ensemble
methods, i.e. Random Forest, Stacking, Voting, Bagging, and
Gradient Boosting were used with accuracy, respectively,

89.55%, 89.65%, 88.58%, 90.25%, and 90.34%. Naı̈ve Bayes,
MLP, SVM, Random Forest, and Decision Tree were addi-
tionally used in [2] with accuracy 80.88%, 88.56%, 88.07%,
90.13%, and 89.29%, respectively.

Several classifiers were additionally used in [3] for the
OSPI dataset. KNN, Logistic Regression, LDA, and Stacking
were implemented with accuracy 86%, 87%, 87%, 94%, re-
spectively. However, previous works mentioned above worked
with an imbalanced dataset and without feature selection. A
high-accuracy result would be biased when the dataset is
imbalanced. The use of feature selection is also important to
increase the accuracy with more time-efficient [4].

A cat boost classification algorithm was applied in [5] to the
imbalanced dataset to classify the actual purchase customers.
The proposed algorithm was able to measure and sort the
features during the model training process and select the most
important features for the model. However, this work made
class prediction from the perspective of an imbalanced dataset,
thus the trained model of the minority class needs to be
improved. The resulting accuracy was 88.51%.

The use of the oversampling technique was introduced in
[6] to overcome the class imbalance problem on the OSPI
dataset before continuing to the classifiers. This work adopted
Synthetic Minority Oversampling Technique (SMOTE) as in
[7] to generate new synthetic samples for the minority class.
Several classifiers were used involving Naı̈ve Bayes, C4.5, and
Random Forest with accuracy, respectively, 86.66%, 86.59%,
and 86.78%. However, the weakness of SMOTE is the over-
generalization of the minority class without considering the
majority class, this causes the overlapping of the classes [8].

A real-time online shopper behavior analysis system was
proposed by [9] that can simultaneously predict visitor’s pur-
chase intent and the possibility to leave the site. Oversampling
technique was used to handle the class imbalance problem by
selecting multiple samples of the minority class more than
once. The filter-based feature selection involving Correlation,
Mutual Information (MI), and mRMR was used before passing
to the learning stage using C4.5, SVM, and MLP that produced
accuracy 82.34%, 84.88%, and 87.24%, respectively. However,



the results were lower than the previous work mentioned above
and need to be improved.

The public dataset used on OSPI prediction has been
provided by [10]. However, the dataset has the class imbalance
problem as the number of samples for a certain class is less
than the other class. This problem leads to a suboptimal classi-
fication model as the minority class is frequently misclassified
[11]. This study proposes ADASYN to deal with the class
imbalance problem by adaptively generating new synthetic
samples of the minority class with considering density dis-
tribution. ADASYN was first proposed by [12], which is an
improvement of SMOTE. ADASYN was utilized in [8], [13],
[14] in handling an imbalanced dataset for supervised learning
tasks.

In this study, we apply ADASYN combined with filter-based
feature selection using Information Gain and Correlation to op-
timize the classification performances. The proposed approach
is evaluated using Random Forest classifier to measure the
accuracy, precision, recall, and F1-score. We determine the
optimal number of features on the OSPI dataset to avoid high
dimensionality and provide the statistical test to validate our
results.

II. MATERIAL AND METHOD

A. Dataset Description

The online shoppers’ purchasing intention dataset used in
this study containing 12330 samples comprises 10 numerical
and 7 categorical features with a label in binary class, i.e.
negative (false) and positive (true). A negative class represents
samples that did not end with shopping and a positive class
represents samples ending with shopping. The detailed dataset
descriptions are explained in [9] and available online at the
UCI Machine Learning repository [10]. We run categorical
encoding and min-max normalization in the data preprocessing
stage.

As the dataset contains 10422 samples of negative class
(85%) and 1908 samples of positive class (15%), this causes
the class imbalance problem with the imbalanced ratio (IR) as
follows

IR =
Number of Minority Class Sample
Number of Majority Class Sample

=
1908

10422
= 0.18

(1)

where the range of IR from 0 to 1 indicating the class
distribution ratio. If an IR value close to 0 indicates an
imbalanced class, while an IR value close to 1 indicates a
balanced class [15].

B. Feature Selection

In this study, we use Information Gain and Correlation
feature selection methods to increase the classification per-
formances by selecting the most important features.

1) Information Gain: Entropy is first calculated to measure
the heterogeneity in a dataset as follows

Entropy(S) = −
c∑

i=1

pi log2(pi) (2)

where c is the number of classes, pi is the proportion number
of samples in class i over all samples S. Then, we obtain
Information Gain as follows

Gain(S) = Entropy(S)−
∑
n∈f

|Sn|
|S|
· Entropy(Sn) (3)

where n is the possible value in feature f , |Sn| is the number
of samples for n, and |S| is the total samples [16].

2) Correlation: This uses Pearson’s correlation method to
evaluate the features. Consider a and b are two features, the
Pearson’s correlation coefficient is derived by [4] as follows

r(a, b) =
n
∑
aibi −

∑
ai
∑
bi√

n
∑
a2i − (

∑
ai)2

√
n
∑
b2i − (

∑
bi)2

(4)

where n is the size, ai and bi denote the i-th feature values.
The Correlation coefficient range r(a, b) from −1 to 1.

C. ADASYN

Since the imbalanced ratio of the dataset is close to 0 as
in (1), this leads to the class imbalance problem and can
be resolved using ADASYN. ADASYN is an oversampling
approach by synthetically generating new samples based on
interpolation from existing minority class samples. This aims
to reduce the bias caused by imbalanced classes and adap-
tively learning. The detailed ADASYN algorithm for binary
class classification is presented in [12]. The new samples are
generated corresponding to k-nearest neighbors as follows

Snew = Si + (Sk − Si) · λ (5)

where Snew is the new synthetic sample, Si is the original
sample, Sk is the nearest neighbor sample, and λ is a random
number in the range [0, 1].

ADASYN algorithm has the main approach that works with
density distribution as a measure to adaptively generate the
number of new synthetic samples for the minority class, by
changing the weights of different minority samples to balance
the skewed class distribution [13]. The dataset generated by
ADASYN does not only provides a balanced class distribution
but will also enforce the classification algorithm to focus
on learning the difficult samples. This is the advantage of
ADASYN compared to SMOTE [7].

D. Random Forest

Random Forest is one of the ensemble supervised learning
methods that comprise a set of individually base classifiers.
The advantage of ensemble learning often provides more
accurate results than any of the single classifiers [17]. Random
Forest comprises a set of tree-based classifiers. Each tree de-
pends on the values of random vectors that are independently
sampled with the same distribution and use majority voting
for class prediction.



The strength of Random Forest applies random feature
selection to select each node, thus it provides a relatively low
error rate. Random Forest only uses a subset of the features
to train the model (usually 20% of the feature number), thus
it will be more time-efficient for a large dataset with a more
varied set of independent models [16].

E. Model Evaluation

The classification performances are measured using the
confusion matrix as shown in Table. I representing True
Positive (TP), False Positive (FP), False Negative (FN), and
True Negative (TN) as follows:

• TP is a positive class that is predicted as positive.
• FP is a negative class that is predicted as positive.
• FN is a positive class that is predicted as negative.
• TN is a negative class that is predicted as negative.

We evaluate the classification performances using the con-
fusion matrix with the following measures:

1) Accuracy: The percentage number of correct prediction.

Accuracy =
TP + TN

TP + FP + FN + TN
(6)

2) Precision: The ratio of the true positive over all positive
predictions.

Precision =
TP

TP + FP
(7)

3) Recall: The ratio of the true positive over all class
predictions.

Recall =
TP

TP + FN
(8)

4) F1-score: The harmonic value of precision and recall.

F1-score =
2 · Precision · Recall
Precision + Recall

(9)

III. RESULT AND DISCUSSION

A. Evaluation of k Values for ADASYN

ADASYN generates new synthetic data samples based on
the k-nearest neighbors as in (5), thus we evaluate synthetic
data generation using different k-values to select the best one.
In this study, k-values are odd numbers to avoid a draw as
the class is binary, where k = 1, 3, 5, 7, 9 [18]. The evaluation
of k values is given in Table. II, the results show that k = 7
provides the closest IR to 1. The closer the IR value to 1, the
more balanced the class distribution.

TABLE I
THE CONFUSION MATRIX

Confusion Matrix Actual Class
Positive Negative

Predicted Positive TP FP
Class Negative FN TN

TABLE II
EVALUATION OF k-NEAREST NEIGHBOR VALUES FOR ADASYN

k
Class Distribution Imbalanced Ratio (IR)Negative Positive

1 10422 9986 0.958
3 10422 10152 0.974
5 10422 10389 0.996
7 10422 10449 0.997
9 10422 10485 0.993

B. Evaluation of Feature Selection and ADASYN

In this study, we apply Information Gain and Correlation
feature selection before processing to the classifier. The fea-
tures are evaluated corresponding to the relevancy to the class
prediction. The features are then ranked to select the most
important features as shown in Table. III. We have the top-
5 rank feature that is highly correlated with the class label
in different values, i.e. Page value, Exit rate, Bounce rate,
Product related, Product related duration.

We evaluate the effect of ADASYN in optimizing the
classification performances by conducting simulation with
several schemes of K-fold Cross-validation (CV) value, where
K = 3, 5, 7, 10. The objective is to compare the behavior
of the proposed approach when implemented using Random
Forest with various options. The comparison of classification
performances is given in Table. IV, in which the best results
are marked in bold. The results show that Random Forest with
ADASYN consistently outperforms Random Forest without
ADASYN in terms of accuracy, precision, recall, and F1-score.

We additionally evaluate the use of Information Gain and
Correlation feature selection combined with ADASYN using
Random Forest associated with accuracy in the different
number of features. The experiment is run using the 10-
fold CV. Fig. 1 and Fig. 2 demonstrate that the classification
accuracy with Information Gain and Correlation combined
with ADASYN is higher than that of without ADASYN. The
proposed approach is then validated with other methods in

TABLE III
FEATURES RANK BY INFORMATION GAIN (IG) AND CORRELATION

(CORR)

Feature [9] IG Value Rank CORR Value Rank
Administrative 0.023 6 0.139 6
Administrative duration 0.02 9 0.094 9
Informational 0.008 10 0.095 8
Informational duration 0.008 11 0.07 12
Product related 0.034 5 0.159 3
Product related duration 0.041 3 0.152 4
Bounce rate 0.034 4 0.151 5
Exit rate 0.057 2 0.207 2
Page value 0.237 1 0.493 1
Special day 0.007 13 0.082 10
Operating Systems 0.005 14 0.015 15
Browser 0 16 0.024 14
Region 0 17 0.012 16
Traffic Type 0.022 8 0.005 17
Visitor Type 0.007 12 0.103 7
Weekend 0.001 15 0.029 13
Month 0.022 7 0.077 11



TABLE IV
COMPARISON OF CLASSIFICATION PERFORMANCES USING RANDOM FOREST AND ADASYN

K-fold Random Forest Random Forest with ADASYN

Value Accuracy (%) Weighted Average Accuracy (%) Weighted Average
Precision Recall F1-score Precision Recall F1-score

3 90.26 0.897 0.903 0.898 92.792 0.928 0.928 0.928
5 90.081 0.895 0.722 0.584 93.185 0.932 0.932 0.932
7 90.17 0.896 0.902 0.897 93.271 0.933 0.933 0.933

10 90.365 0.898 0.904 0.9 93.271 0.933 0.933 0.933

classifying OSPI dataset [10] as shown in Table. V. The results
show that our proposed approach outperforms all previous
works.

Furthermore, the features can be reduced based on the
threshold value of feature selection to avoid high dimensiona-
lity. The threshold value for Information Gain is 0.01 [19]
and Correlation is 0.1 [20]. Therefore, we mark the selected
features in bold as shown in Table. III while remaining
features can be discarded. In other words, we only select
the top-9 features for Information Gain and top-7 features for
Correlation feature selection. With less number of features, our
proposed approach provides maximum accuracy of 93.34%
that still outperforms all.

C. Statistical Test

To validate our results and avoid any biases, we provide
statistical comparisons to evaluate whether our proposed ap-
proach tends to have values higher than compared technique.
In this study, we use a nonparametric statistical test for
the reasons [14]: can deal with normally or non-normally
distributed data and is more reliable than the parametric test.
As we have two independent groups, we apply The Mann-
Whitney U to evaluate our proposed approach by comparing
the accuracy in Table. IV, Fig. 1 and Fig. 2.
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Fig. 1. The effect of Information Gain and ADASYN in different number
of features using Random Forest.

As in [21], the Mann-Whitney U statistics are mathemati-
cally expressed as follows

U1 = n1n2 +

(
n1(n1 + 1)

2

)
− r1 (10)

U2 = n1n2 +

(
n2(n2 + 1)

2

)
− r2 (11)

where n1 is the number of samples in the first group, n2 is
the number of samples in the second group, r1 is the ranking
sum for the first group, and r2 is the ranking sum for the
second group. Furthermore, the p corresponding to U statistics
and statistical threshold (α = 0.05) are used to conclude
whether the null hypothesis (H0) is rejected or accepted by
the following terms

if p of min(U1, U2) < α then Reject H0 else Accept H0

With the null hypothesis, the two groups should have similar
value, it means that our proposed approach is equal to the
other ones. On the contrary, the null hypothesis is rejected
when the two groups are statistically different. The statistical
comparison is given in Table. VI, the results show that our
proposed approach is statistically significant.
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Fig. 2. The effect of Correlation and ADASYN in different number of
features using Random Forest.



TABLE V
COMPARISON OF DIFFERENT TECHNIQUES ON OSPI DATASET TO VALIDATE OUR PROPOSED APPROACH

Reference Number of Features Number of Samples Feature Selection Oversampling Max. Accuracy (%)
[1] 17 12330 - - 90.34
[2] 17 12330 - - 90.13
[5] 17 12330 - - 88.50
[6] 17 12330 - SMOTE 86.78
[9] 17 12330 Correlation, MI, mRMR Random Oversampling 87.24

Proposed 17 12330 Information Gain, ADASYN 93.78approach Correlation

IV. CONCLUSION

A new approach to optimize OSPI prediction has been
applied using filter-based feature selection combined with
ADASYN. This study has been working with an imbalanced
dataset that leads to suboptimal results. ADASYN has been
used to deal with the class imbalance problem by adaptively
generating new synthetic samples of the minority class with
considering density distribution. Information Gain and Cor-
relation have been involved to assess the most important fea-
tures. We have been using Random Forest classifier to evaluate
the proposed approach. The results indicate that ADASYN
has effectively increased the classification performances in
terms of accuracy, precision, recall, and F1-score. The use of
ADASYN together with feature selection has been compared
to previous works with the same dataset, the results indicate
that our proposed approach outperforms all. Validation has
been additionally presented using a statistical test to show
that our results are statistically significant. By these results,
our proposed approach is promising in optimizing the perfor-
mances of OSPI prediction.

TABLE VI
STATISTICAL COMPARISON TO VALIDATE OUR PROPOSED APPROACH

Group Sample p-Value Hypothesis
Table. IV 0.0147 H0 rejected

Fig. 1 0.0013 H0 rejected
Fig. 2 0.0008 H0 rejected
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