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1 Introduction
Mixed Integer Linear Programming (MILP) is an active field of research due to its tremen-

dous usefulness in real-world applications. The most common method designed to solve MILP
problems is the Branch and Bound (B&B) algorithm (see [1] for an exhaustive introduction).
B&B is a general purpose procedure dedicated to solve any MILP instance, based on a divide
and conquer strategy and driven by generic heuristics and bounding procedures.

Recently, a lot of attention has been paid to the interactions between MILP and Machine
Learning. As pointed out in [2], learning methods may compensate for the lack of mathema-
tical understanding of the B&B method and its variants ([3, 4]). The plethora of different
approaches in this young field of research gives evidence of the variety of ways in which lear-
ning can be leveraged ([2]). Whether it is by Imitation Learning or by Reinforcement Learning
(RL), these solutions are often limited by their scope : they seek to take decisions according
to a local criterion. In the present work, we propose a novel approach based on Reinforcement
Learning aiming at optimising a global criterion at the scale of the whole B&B tree. We learn
a branching strategy from scratch, independent of any heuristic and guaranteeing optimality.

Our contributions are three-fold. First, we present the RL task of defining an agent aiming
at minimising a global criterion. With that objective, we demonstrate that, under certain
assumptions, a specific kind of value functions enforces the optimality of such criterion. Last,
we propose to adapt known generic learning methods and Neural Network architectures to the
Branch and Bound setting. We illustrate our proposed method on industrial problems.

2 General setting
We consider the case where MILP instances of a given problem are stochastically generated.

In this setting, our aim is to learn a branching strategy designed for performing well in average
on this problem and according to a specified metric. Let us call D the instances distribution,
Πθ the generator of branching decisions parametrised by θ and µ the considered metric. Our
objective is then to find θ∗ such that

θ∗ ∈ arg min
θ∈Θ

Ep∼D [µ (Πθ (p))] . (1)



3 Fitting for Minimising the SubTree Size (FMSTS)
A natural way to enforce objective (1) is through Reinforcement Learning (see [5] for an

introduction), for instance by considering the branching strategy as a Deterministic Markov
Decision Process. Using Proposition 1, we propose MFSTS as an Approximate Q-learning
algorithm using the subtree size under a B&B node as a value function.
This value function has two great advantages. First, it is directly observable once the whole
tree has been expanded. More importantly, when using DFS, it is a local criterion optimal with
respect to the tree size used as the global metric µ.

Proposition 1 When using Depth First Search (DFS) as node selection strategy, minimising
the whole B&B tree size is achieved when any subtree is of minimal size.

4 Adaptations to the Branch and Bound setting
To help us enforcing (1), we adapt three traditional components in modern Deep Reinforce-

ment Learning techniques.
First, we modify the loss used in Stochastic Gradient Descent by weighting the Bellman’s Re-
sidual proportionally to the inverse of the whole tree size. This allows us to compensate for the
natural bias of learning towards difficult instances. Second, we adapt Prioritized Experienced
Replay [6] to the exponential structure of binary trees. Last, we propose a new Neural Network
architecture inspired from the Dueling architecture [7].

5 Experiments and Perspectives
We test our method on industrial problems provided by EDF and compare FMSTS to

CPLEX. To ensure a fair comparison between branching strategies, we prevent CPLEX from
using its presolve and cuts. We exhibit promising results on small-size problems, sometimes
better than CPLEX.
The learning task becomes computationally heavy as the problems get more and more compli-
cated. The issue of making the method scalable to bigger problems will be tackled in a future
work. However, to our knowledge, it is the first time a pure Reinforcement Learning algorithm
has successfully been used to perform variable selection in a B&B scheme.
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