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Abstract. Multi-agent reinforcement learning (RL) considers problems
of learning policies and predicting values through interactions with mul-
tiple opponents. To make the solutions feasible, one assumes single-type
opponents. However, this may not hold in most real-world situations. In-
teractions with a mixture of different types of agents make it extremely
hard to learn. This study examines the hypothesis that when the poten-
tial types of agents are unknown, the level of agent inference can act as
a proxy for characterizing the opponents. We present a computational
framework to estimate the level of agent’s inference using a deterministic
and stochastic order-mimic agent. We then propose a calibration method
for unbiased estimation, which offsets the adverse effect of order-mimic
agents on the environment’s order estimation. Finally, to generalize the
method to a wide range of contexts, we proposed iterative inference level
estimation. We demonstrate the feasibility of the proposed method in
computer simulations with agents mimicking agents’ behavior with var-
ious inference levels. Our framework can estimate the learning capacity
of various algorithms and humans; therefore it can be used to design
high-level inference models that can effectively handle the complexity of
multi-agent learning problems.

Keywords: Multi-agent reinforcement learning · Keynesian beauty con-
test · Level of inference.

1 Introduction

The problem of reinforcement learning (RL) is defined based on the Markov de-
cision process (MDP). The basic idea is to capture the most important features
that predict future rewards [1]. In traditional RL, the agent interacts with the
environment, or only one opponent exists and is thought of as part of the envi-
ronment [2–4]. Recently, multi-agent reinforcement learning (MARL) concerns
the learning problem in which one agent interacts with other opponents [5–9]. It



2 H. Joo et al.

is difficult to deal with a mixture of different types of agents, so it is generally
assumed that the opponents are single-type. However, this may not generalize to
real-world situations. It will be effective if we can estimate the level of inference
and use it to understand the behavior of others.

In this study, we propose a method to estimate an agent’s level of inference.
In doing so, we defined an order-mimic agent, and combined it with the Key-
nesian beauty contest environment, a generic task for evaluating the ability to
infer public perception [10–14], as a multi-agent simulation scenario. Simulations
demonstrated the validity of the proposed method. To the best of our knowl-
edge, this is the first study to open up the possibility of estimating the level of
inference of humans and algorithms.

2 Keynesian Beauty Contest

Keynesian beauty contest was designed by Keynes [15] to explain stock market
price fluctuations. To be precise, we quote the description of the Keynesian
beauty contest from his book:

It is not a case of choosing those [faces] that, to the best of one’s judg-
ment, are really the prettiest, nor even those that average opinion gen-
uinely thinks the prettiest. We have reached the third degree where we
devote our intelligences to anticipating what average opinion expects the
average opinion to be. And there are some, I believe, who practice the
fourth, fifth and higher degrees [15].

This implies that participants want to choose a face they think other people
will choose a lot, and this is affected by their level of inference. The Keynesian
contest can be also used to simulate a stock market choice between what is
considered an asset’s fundamental value and the value it expects to appreciate
by other investors.

Nagel [16] has formulated the Keynesian beauty contest mathematically to
use it in a multi-agent simulation scenario. Each participant chooses a number
from 0 to 100. The winner of p-beauty contest is the one who picks a number
close to p times the average number chosen by all participants. In this study,
the same reward was given to all winners, regardless of the number of winners.
To implement a task with a high degree of freedom, the choice was defined in
(python)float64 range.

3 Method

3.1 Order-mimic agent

If all agents in Keynesian beauty contest randomly pick a number, the average
of all submitted numbers is 50. If the level-1 participant know p=2/3, it will
choose 50*2/3=33.33. Similarly, the level-2 participant will choose 50*4/9=22.22
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by assuming opponents are level-1. The level-k assume opponents are level-(k-1),
and the Keynesian beauty contest used in our study repeats multiple rounds, so
it can be expanded as follows:

a
(1)
t = xt−1 × p

a
(2)
t = xt−1 × p2

...

a
(k)
t = xt−1 × pk (1)

where a
(i)
t refers to the level-i participant’s action in the current round, and

xt−1 represents the average of all submitted numbers in the previous round.
Equation (1) assumes that the participant knows p. Therefore, we generalize

the formula with the information available in the actual contest only:

a
(k)
t = xt−1 × (

a∗t−1
xt−1

)k, (2)

where a∗t−1 refers to the number that was associated with the reward in the
previous round. In this study, the agent following Eq. (2) is named as order-k
mimic agent, Mk. For example, the order-3 mimic agent, M3, chooses xt−1 ×
(
a∗t−1

xt−1
)3 as the action every round. All order-mimic agents’ first round actions

are chosen randomly.

3.2 Inference level estimation method

The order-k agent assumes that opponents are order-(k-1) agents and chooses
the best action. Therefore, if the order-k agent and the order-(k-1) agent confront
in a non-probabilistic environment, theoretically the order-k agent will always
win. This means that if the order-k agent performs the task where order-(k-1)
agents are dominant, the order-k agent can obtain a higher reward.

The proposed algorithm makes the best use of this characteristic. If a popu-
lation of target agents of which we want to estimate the order is dominant, we
can compute the order by using the order-mimic agent. The order of the target
agent can be estimated by averaging the number of rewards that order-mimic
agents earned:

ORD(T ) =

∑
Ai 6=T ORD(Ai)Ri∑

Ai 6=T Ri
− 1 (3)

where T refers to the target agent, and Ai, Ri represents the i-th agent and
its cumulative reward. Rewards are accumulated each round until convergence.
ORD(x) stands for the order of agent x. For example, the order of the order-
mimic agent is ORD(Mk) = k.

All agents except target agents,
∑

Ai 6=T , are order-mimic agents. By calcu-
lating the average based on the reward ratio of the order-mimic agent, we can



4 H. Joo et al.

approximate the order that performs best in a given environment. Furthermore,
subtracting one from this value is the order of target agents.

While Eq. (3) is potentially a good order estimator, it does not take into
account the effect of order-mimic agents on the environment’s order, which is
used to estimate the order of target agent. To tackle this issue, we propose a
method for order calibration:

y =
nty

′
+

∑
Ai 6=T ORD(Ai)

nt + nm

y′ =
(nt + nm)y −

∑
Ai 6=T ORD(Ai)

nt
(4)

where y refers to the previously estimated order by Eq. (3), ORD(T ), and y′

represents the calibrated order.

In the default setting, order-mimic agents are used one by one from order-1
to order-nm, so Eq. (4) can be organized as follows:

y′ =
(nt + nm)y − nm(nm+1)

2

nt

y′ =
2(nt + nm)y − nm(nm + 1)

2nt
(5)

Additionally, in nt � nm environment where the target agent is highly dominant,
we can confirm that y′ ≈ y.

y′ = (1 +
nm

nt
)y − nm

2

2nt
− nm

2nt
≈ y

Using Eq. (3) and Eq. (5), we propose the inference level estimation algo-
rithm:
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Algorithm 3.1: InferenceLevelEstimationAlgorithm(T, nt, nm, p)

INPUT T : Target agent
nt : Number of target agents
nm : Number of order-mimic agents
p : Keynesian beauty contest hyperparameter

OUTPUT y′ : Esimated (calibrated) order of target agent
A, a← InitializeAgent(T, nt, nm)
R, r ← InitializeReward(nt, nm)
C ← CreateContest(A, p)
while TRUE

do


a← A(a, r)
r ← C(a)
if

∑
r = nt + nm

then break
R← R + r

y ←
∑

Ai 6=T
ORD(Ai)Ri∑

Ai 6=T
Ri

− 1

y′ ← 2(nt+nm)y−nm(nm+1)
2nt

return (y′)

4 Result and Discussion

4.1 Performance and efficiency of the proposed method

First, we ran in the situation with nm=5 and p=2/3 while varying the nt from
5 to 100. Order-mimic agents were used one each from order-1 mimic to order-5
mimic. Fig. 1 shows the results when using an order-1 mimic agent and order-
2 mimic agent as target agents. We applied noise to target agents (range of
×0.95 to ×1.05). Note that y is the order without calibration, and y’ is the
calibrated order. As shown in Fig. 1, the error of y decreases as the number of
target agents increases. Because, y does not take into account the changing of
the environment’s order due to order-mimic agents, as nt increases, the order of
the target agent and the order of the environment become similar.

Next, to simulate a stochastic environment, we implemented the order-1.5
mimic agent. The order-1.5 mimic agent has a 50% chance to act as an order-1
mimic agent and a 50% chance to act as an order-2 mimic agent. The order-2.5
mimic agent can be defined in the same way.

Fig. 2 shows the results when using an order-1.5 mimic agent and order-2.5
mimic agent as target agents in nm=5 and p=2/3. When the target agent is
stochastic, the error is larger than the case with the deterministic target agent.
Despite stochastic settings, the calibrated method outperforms the original ver-
sion.
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(a) T=order-1 mimic agent, nm=5, p=2/3

(b) T=order-2 mimic agent, nm=5, p=2/3

Fig. 1. Absolute value of error of two methods in the p-beauty contest. Silver bar (y)
represents the uncalibrated method, and gold bar (y’) represents the calibrated method.
Order-mimic agents are used one each from order-1 mimic to order-nm mimic. The noise
was applied in the range of ×0.95 to ×1.05.



Estimating the level of inference using an order-mimic agent 7

(a) T=order-1.5 mimic agent, nm=5, p=2/3

(b) T=order-2.5 mimic agent, nm=5, p=2/3

Fig. 2. Absolute value of error when target agent is stochastic. Silver bar (y) represents
the uncalibrated method, and gold bar (y’) represents the calibrated method. Order-
mimic agents are used one each from order-1 mimic to order-nm mimic. The noise was
applied in the range of ×0.95 to ×1.05.
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Table 1. Sum of error absolute values.

Nt 5 10 15 20 25 30 100

y 2.19 1.82 1.70 1.50 1.40 1.33 1.11
y’ 0.98 0.86 1.00 0.90 0.92 0.84 0.95

Table 1 represents the sum of error absolute values for the four cases exe-
cuted above, from order-1 mimic agent to order-2.5 mimic agent. The error of
y decreases as the number of target agents increases, but the error of y’ is less
affected by nt. This is because y’ cancels out the adverse effect of order-mimic
agents on the environment’s order. Another important implication is that we do
not necessarily have to simulate in huge nt to get smaller errors. Note that the
calibrated method always performs better than the original method.

4.2 Iterative inference level estimation

Theoretically, the proposed method requires that the order of target agent should
be less than the order of the highest order-mimic agent minus one. This is because
the proposed method is based on the idea that an order-mimic agent, close to
the target agent’s order plus one, obtains a larger amount of reward where the
target agent is dominant.

To investigate the effect of the measurable range on estimation performance,
we ran the simulation where nt=25, p=2/3, and order-5 mimic agent as target
agent. As shown in Fig. 3, the estimation error increases when the target agent’s
order is out of the measurable range (nm=4 and nm=5). As long as it remains
within the measurable range, the error appears to be small regardless of nm.

The fact that the true order of an arbitrary agent is not known may impede
the ability of estimation. However, this issue can be solved by the following
iterative inference level estimation, which uses the results in Fig. 3:

(1) Start with small nm and gradually increase to large nm (not neces-
sarily in increments of one), if values are similar in several consecutive
intervals, it can be considered as the order of the target agent.

or
(2) The order of the target agent can be obtained by simulating only
once with a sufficiently large nm.

5 Conclusion

In this study, we proposed a method to estimate the level of arbitrary agent’s
inference. For this, we defined a deterministic and stochastic order-mimic agent.
We also propose a calibration method for unbiased estimation, which offsets the
adverse effect of order-mimic agents on the environment’s order estimation. Sim-
ulation results show that the unbiased estimation outperforms the basic method
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Fig. 3. The range of inference level of the proposed method. The y-axis represents the
absolute value of error of calibrated method. The measurable range of the proposed
method is 0 to highest order-mimic agent’s order minus one. Order-mimic agents are
used one each from order-1 mimic to order-nm mimic. T=order-5 mimic agent, nt=25,
p=2/3, and the noise was applied in the range of ×0.95 to ×1.05.

regardless of the number of target agents. We also analyzed the measurable range
of the proposed method, and confirmed that the estimation error is small as long
as the target agent’s order is within the measurable range. Finally, to generalize
the method to a wide range of contexts, we proposed iterative inference level
estimation.

In future research, it is possible to design an agent that better deals with op-
ponents by using their level of inference. It would also be interesting to examine
the relationship between the level of inference and task performance of various
algorithms and humans. These will contribute to the development of high-level
inference models.
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