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Machine Learning Techniques for AUV Side
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Clark

Abstract This paper presents a system for the intelligent search of shipwrecks us-
ing Autonomous Underwater Vehicles (AUVs). It introduces a machine learning ap-
proach to the automatic identification of potential archaeological sites from AUV-
obtained side scan sonar (SSS) data. The site identification pipeline consists of a
series of stages that set up for, run, and process the output of a convolutional neural
network (CNN). To alleviate the issue of training data scarcity, i.e. the lack of SSS
data that includes shipwrecks, and improve the performance at testing time, a data
augmentation stage is included in the pipeline. In addition, edge detection and other
traditional image processing feature extraction methods are used in parallel with the
CNN to improve algorithmic performance. Experiments from two multi-deployment
shipwreck search expeditions involving actual AUV deployments along the coast of
Malta for data collection and processing demonstrate the pipeline’s usefulness. Re-
sults from these two field expeditions yielded a precision/recall of 29.34%/97.22%
and 32.95%/80.39% respectively. Despite the poor precision, the pipeline filters out
99.79% of the area in data set A and 99.31% of the area in data set B.

1 Introduction

Locating wrecks and sites of interest to marine archaeologists is challenging and
time-consuming, since fine detail and extensive experience is required to pick out
wrecks from seafloor features. Archaeologists use indicators like corners, edges,
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Fig. 1: (a) Iver3 AUV with SSS at the front and a GoPro HERO4 attached under the
rear handle. (b) Remains of the World War II-era Fairey Swordfish discovered off
the coast of Malta.

and the scuffing of the surrounding area to differentiate areas of interest from sand,
rocks, and other natural terrain features. However, due to the high volume of data,
identification of possible sites is time-intensive and inexact. Different experts will
flag different objects as wrecks and occasionally contradict one another.

In order to obtain high resolution images of the seafloor, marine archaeologists
often use side scan sonar (SSS). Often, SSS is used either on a towfish—where the
SSS is mounted on a hydrodynamic block towed behind a boat—or, more recently,
on autonomous underwater vehicles (AUVs). Once the SSS data is collected, it is
converted to images and inspected for regions of interest. If a location seems to be
of sufficient interest, archaeologists then revisit the site via either divers, remotely
operated vehicles (ROVs) or AUVs, depending on the site’s accessibility. If this
results in a serious discovery, the site is often mapped with photogrammetry and
a three-dimensional reconstruction may be created. The reconstruction allows for
continued study of the site by archaeologists, preservation of the site, and access for
those who are not qualified technical divers to explore it virtually.

Our original work in [20] proposed a multi-step process to identify and validate
these sites. First, an AUV takes high-altitude, low-resolution scans of a large area.
Second, the scans are fed into image processing software where potential sites are
identified and ranked. Third, a path to visit the highest-ranked sites is planned and
an AUV is deployed to take low-altitude, high-resolution images.

The goal of this work is to improve the image processing step in order to classify
potential areas of interest more effectively. Specifically, this paper presents a number
of contributions to the field of underwater robotics including:

e An archaeological site identification algorithm pipeline that processes AUV-
obtained SSS data to yield locations of underwater archaeological sites of in-
terest.

e Demonstrated increases in performance over standard CNN approaches due to
the incorporation of conventional feature extraction methods.

e Experimental validation with a series of AUV deployments in Malta that pro-
duced actual site identifications.
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The paper is organized as follows. Section 2 presents relevant background infor-
mation on the use of AUVs in shipwreck search and mapping and the application of
machine learning to this field. Section 3 gives an overview of the algorithm and an
in depth view of each stage of the pipeline. Section 4 details how the data was col-
lected and how the algorithm performed. Finally, Section 5 discusses conclusions
and future work.

2 Background

When surveying a large area to search for shipwrecks or other archaeological sites
of interest, marine archaeologists often turn to SSS sensors [1]. SSS, an acoustic
imaging technique, has a number of advantages over light-based approaches like
video cameras. While SSS typically creates lower resolution imagery than cameras,
acoustic waves do not attenuate as quickly in water and are able to capture large
objects at greater range in a single frame [23].

Once the sonar data has been collected, it can be converted to images which are
analyzed by archaeologists for potential sites of interest. In order to identify such
regions, the archaeologists look for defined objects in the scans, using common
attributes such as the size, shape, and texture of the object as well as the presence
or absence of a shadow to differentiate archaeological artifacts from terrain features
and noise in the data [20].

A number of different approaches exist for processing this image data automati-
cally. First, conventional image processing techniques allow for the extraction of a
wide variety of image features, such as contours, edges, and key points [14]. These
features can be obtained efficiently through libraries like OpenCV [3]. Previous
work has shown the effectiveness of these techniques on images extracted from SSS
data. Chew, Tong, and Chia [5] use features like size and outline regularity to label
objects as man-made or not, while Daniel et al. [6] use bounding boxes and object
distinctiveness for classification.

However, in recent years, convolutional neural networks have emerged as the
technique of choice for image processing tasks. State-of-the-art convolutional neural
network models are trained on data sets like Microsoft COCO [12] and ImageNet
[19] which contain hundreds of thousands or even millions of images. The vast
quantities of data are necessary to properly fit the large number of parameters these
models contain ([9], [22]). If too little data is used, the model overfits, meaning that
is is accurately able to classify the images used for training but not other examples
of the same type.

Unfortunately, this volume of data is not always available, i.e. in marine archae-
ology where data is expensive and difficult to collect [8]. A number of different
approaches exist for dealing with overfitting in a neural network, including batch
normalization [10], transfer learning [16], dropout [24], and regularization [25].

Another technique, data augmentation, is often used to “generate” more data
without having to collect more samples. Perez and Wang [15] propose a number
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of ways to do this, including traditional transformation techniques like shifting, ro-
tating, flipping, shading, etc. and two neural network-based approaches, generative
adversarial networks—which start with noise and produce images similar to the
training data—and their own augmentation network—which takes two training im-
ages and combines them to produce a third.

A number of different machine learning techniques have been applied to the clas-
sification of SSS data. Previous work has demonstrated the effectiveness of machine
learning for object detection in SSS images ([4], [7], [17]). Neural network-based
techniques have also been used with promising results ([11], [13], [21]).

Data augmentation has also been applied to SSS images. In order to augment
their data and classify mine-like objects (MLOs), Barngrover et al. [2] drew poly-
gons around each MLO and copied only the relevant pixels within that polygon onto
examples of images without any features of interest. They also copied negative im-
age pixels in the same shapes from one scan to another in order to account for any
potential artifacts that may have been introduced in the augmentation process. This
semi-synthetic data was then used with Haar-like and local binary pattern features
as well as boosting to classify windows as containing MLOs or not.

In contrast to the previous works cited above, this work demonstrates how data
augmentation and traditional image feature extraction methods can be combined
and used to improve the performance of CNNs when applied to SSS data.

3 Intelligent Shipwreck Search

Searching for shipwrecks and other sites of archaeological interest in an unsurveyed
area involves multiple rounds of AUV deployments combined with post-deployment
image processing and AUV path planning. First, an area is chosen to be surveyed
based on historical data. High altitude AUV lawnmower paths are planned to cover
the entire area to obtain low-frequency, low-resolution SSS. The sonar scans are
then fed into a sonar mapping software that converts the raw data into images to be
analyzed.

The images are then examined for potential areas of archaeological interest. Once
such regions have been identified, new low-altitude AUV paths are planned to obtain
high-frequency, high-resolution sonar and video data. This new data can be used to
confirm the type of site (e.g. plane wreck), generate maps for additional AUV path
planning, and create three-dimensional wreck models using photogrammetry.

Traditionally, in the site identification stage, an archaeologist manually looks
through each sonar image, a process which can be time consuming for large data
sets and is largely dependent on the experience and skill of the archaeologist. This
paper demonstrates that the same process can be done automatically using a site
identification algorithm pipeline that takes as input SSS images and outputs po-
tential sites of interest with their corresponding locations in the images. The next
section provides details of this pipeline.
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Fig. 2: Block diagram of the sonar scan processing pipeline

3.1 Site Identification Algorithm Pipeline

The pipeline seen in Figure 2 effectively identifies archaeological sites of interest in
a SSS image. First, a scan Iy, is discretized into N 128x128 pixel sub-images, the
set of which is termed I.4,,. Each of the N sub-images i p,, is considered to be an
area within which a potential site could be located. As such, each sub-image i p,) is
passed through a data augmenter, that generates S moderately transformed images
of size 200x200 pixels.

Each augmented sub-image, the set of which is termed I, with cardinality
[Lug| = NS, is inserted into two different processes, one that extracts image fea-
tures Fi qditionar With traditional image processing techniques and one that filters the
image to detect edges and scales it back to a 128x128 pixel image, the set of which is
called Iy 7. Both F ygitionar and Lseqe are passed to a neural network for processing.
The neural network labels each of the NS sub-images in /., as either containing a
site of interest or not, and outputs the set of images including such a region I, x-

Finally, the target extractor function outputs L.k, Which contains the locations
of only those sub-images ip,p in I.pp identified by the target extractor as containing
a site of interest. Details of each step in the pipeline are provided below.

3.2 Scan Discretizer

When given a new SSS image, Iy, the algorithm first uniformly and evenly di-
vides the scan into 128x128 pixel sub-images. The size 128x128 pixels was chosen
because it is small enough to allow for smaller sites of interest to take up a signif-
icant percent of the image, while large enough to allow for most of a larger site to
be captured. If the site is too large, data augmentation described in Section 3.3 is
sufficient to allow all regions of a partially cut-off area of interest to be identified
(see Figure 5b).

Associated with each sub-image i), is a 4-tuple label that includes the X and
Y coordinates of the top left corner as well as the width and height of the area. This
label will be outputted at the end of the pipeline and can be used to help geo-localize
the sub-image if it is identified as containing a site of interest.
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3.3 Data Augmenter

Data augmentation serves a number of purposes within the proposed algorithm.
First, it allows for the creation of a larger data set for training purposes, the details
of which are described in Section 4.3. Second, augmenting the data inputs to the
trained network (e.g. at testing time) increases the likelihood it will be correctly
classified by the pipeline.

Each sub-image i), is passed through data augmentation § times to create S
augmented versions of i¢,,. Transformations are used to create the augmented ver-
sions of the sub-images, specifically scaling, translating, flipping and shearing. De-
tails of these transformations are provided below.

The first transformations are scaling and translating which are applied in con-
junction with each other. First, a value for the scaling factor ¥ is selected by ran-
domly sampling a log-uniform value between % and 2. Second, the values for the
width and height of a sub-image are calculated such that when later scaled by y will
yield a size of 200x200. Next, the coordinates of the top left corner of the sub-image
to be extracted from the full scan are randomly selected such that the resulting box
defined by the top-left corner, width, and height will encapsulate the entire region
ichop- Finally, the sub-image is extracted from the full scan and scaled by 7y to a size
of 200x200 pixels.

Two types of flipping may be applied to each sub-image, a horizontal flip and
a vertical flip. This is highly relevant for SSS images because features protruding
from the sea floor block the sonar waves, creating an “acoustic shadow” that extends
away from the nadir, the area directly below the sensor. Therefore, features on the
left side of a scan image extend shadows to the left, and features on the right side of
the image extend shadows to the right, (see Figures 5a and 5b). In order to remove
any correlation between the side of the scan and the label, all regions on the right
side of the nadir of the scan are flipped horizontally. Additionally, to further augment
the data, each image has a 50% chance of being flipped vertically.

Finally, in order to further distort the sub-image, each one is either horizontally or
vertically sheared. The result of OpenCV’s warpAffine, which is used for this task,
is a parallelogram. In order to maintain consistent sub-image dimensions (200x200),
the triangles on each side of the parallelogram are ignored and only the middle
200x200 square is passed to the next stage.

3.4 Image Feature Extractor

Seven additional features are extracted from each sub-image in I, by using stan-
dard vision processing techniques in order to augment the information extracted by
the neural network. The seven features included are the number of corners, number
of lines, number of blobs, number of ORBs, number of contours, minimum pixel in-
tensity value, and maximum pixel intensity value. Most of the features are extracted
using functions provided in the OpenCV Python library.
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Corners are found using Harris corner detection which uses a windowing func-
tion multiplied with the x and y gradients of the image to determine which pixel
regions contain corners. Lines are detected using Canny edge detection, an algo-
rithm that takes the gradient of an image, thresholds on intensity, and classifies the
strength of the edges. Contours are found by finding connected boundaries with the
same pixel color or intensity. Blob detection operates by determining contours and
filtering them by certain features, like circularity and convexity [14]. Oriented FAST
and Rotated BRIEF (ORB) is a feature detector developed by OpenCV that picks
out important features for use in applications like panorama stitching [18].

Each of these features is extracted with a specific goal in mind. Corners and lines
highlight wrecks, since man-made objects are almost always made with defined
lines and corners, but natural features having gone through much more erosion and
weathering, have smoothed out their sharp edges. Blobs help identify rocks, since as
mentioned above, natural objects are often eroded and formed into rounded objects.
ORBs and contours measure the number of important features in each image. Be-
cause archaeological sites of interest stand out from the background, they are most
often detected in positive images. The minimum and maximum pixel intensities
highlight the presence of a large object that casts a large shadow.

Due to high levels of noise in the images generated from the sonar data, all sub-
images were first blurred with Gaussian and median blurring before attempting to
detect the seven features. This makes it difficult to detect smaller objects, but vastly
reduced the number of false positive identifications by the feature extraction.

The output of the image feature extractor is the feature set F;,44irionar, Which in-
cludes values for the seven features associated with each of the NS sub-images.

3.5 Edge Detector

Using edge detection on the sonar scan sub-images dramatically improves site iden-
tification performance. In this stage of the pipeline, each of the NS sub-images in
l,.g are passed through median and Gaussian blurring filters, before being passed
through a Canny edge detection algorithm provided in OpenCV. The output of this
stage is a new set of sub-images 4.

3.6 Image Scalar

The sub-images in I,qg, are of dimension 200x200 pixels. This size was found to
be effective for feature extraction, but too large for practical neural network training
duration. To reduce training time without loss of neural network performance in
terms of precision and recall, each sub-image is resized to be 128x128 pixels and
outputted in the sub-image set I q/,-
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Fig. 3: Neural network architecture used in the pipeline

3.7 Neural Network

Each sub-image in /.4, and the corresponding feature set Fj,,giriona; are then used
as an input to the neural network (NN). The architecture for the network is shown
in Figure 3, and is based on an architecture proposed by Perez and Wang [15].
Though several modifications to this architecture were explored and implemented,
no difference in performance was observed.

The first series of steps in the NN architecture form a convolutional neural net-
work (CNN):

. Convolutional layer with 3x3 filters and 16 channels. ReLU activation.
. Batch normalization.

. Max pooling with 2x2 filters and 2x2 stride.

. Convolutional layer with 3x3 filters and 32 channels. ReLU activation.
Convolutional layer with 3x3 filters and 32 channels. ReLU activation.
Batch normalization.

Max pooling with 2x2 filters and 2x2 stride.

NO U R W

In order to combat overfitting in the network, regularization is also applied to
each of the convolutional layers. The output of the final max pooling layer is then
flattened in preparation for the next stage of the pipeline.

The flattened output of the convolutional neural network is then concatenated
with the output of the image feature extractor and fed into the following architecture:

1. Fully connected layer with output dimension 1024. ReLU activation.
2. Dropout.
3. Fully connected layer with output dimension 2.

The final output of the last step of the NN is a label for each of the NS sub-images
in I, 1.6. whether the sub-image contains a site or not. Hence the NN function
block outputs I,,,.ck, the subset of the NS images that were labeled as containing a
site of interest.
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3.8 Scan Target Extractor

The target extractor function outputs L., Which contains the locations of sub-
images icsop in Iejop that contain a site of interest. A sub-image ic,p’s location
is included in L, if some minimum fraction of the S sub-images generated by
augmenting i, are labeled by the neural network as containing a site of interest.

In general, the threshold fraction is g

4 Experiments

Several AUV deployments were conducted during actual archaeological site search
expeditions in the Mediterranean Sea in which SSS data was collected and used to
validate the performance of the site identification algorithm pipeline.

4.1 Data Collection

Deployments were conducted with a BF12-1006 Bluefin AUV equipped with an Ed-
getech 2205 Dual Frequency 600/1600 kHz SSS module. High altitude lawnmower
pattern paths, e.g. shown in Figure 4, were executed for each deployment. Two spe-
cific data sets were collected, using the same AUV but taken a year apart, (i.e. 2015
and 2016), and labeled throughout the rest of the paper as data set A and data set B.
The survey areas for these data sets were 4 km by 4 km. Example annotated images
of the SSS data collected is shown in Figures 5a and 5b.
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Fig. 5: Examples of scans taken from the (a) A and (b) B data sets labeled with
predictions from the site identification algorithm. Note that each image corresponds
to only a fraction of the length of one path line from a lawnmower pattern such as
the one shown in Figure 4). Images courtesy of Vulcan Inc./University of Malta.

4.2 Labeled Data Set Creation

The data used in the following experiments was labeled by both an experienced
archaeologist and student researchers. Labeling areas of archaeological interest is
extremely difficult, even for experienced humans. For example, a recent data set
collected by the team in 2017, was labeled by two different sets of researchers.
Only 26% of the proposed sites were proposed by both groups.

This discrepancy is due to a number of difficulties associated with identifying
regions of interest. First, the resolution of the scans is about 19.5 cm?/pixel, making
fine details challenging to make out. In addition, noise generated in the process of
taking sonar data and converting it to an image can create artifacts that look like sites
of interest or obscure the underlying data. Finally, debris, rocks, and other features
of the natural terrain contain many of the same features as objects of interest.
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Unfortunately, these features are not uniform across data sets and can depend on
a number of factors, including the sonar sensors used, the area being surveyed and
the ocean conditions when the data was taken. Notice that Figure 5a, from data set
A, contains regular linear artifacts of the sonar scanning process, while Figure 5b,
from data set B, features a rocky terrain.

4.3 Neural Network Training

A number of strategies were employed to effectively train the neural networks. First,
regions within the scans were selected for training. These included all areas labeled
as containing a site of interest as well as a number of hand-picked areas with no
sites. These negative regions were selected based on whether or not they contained
a feature of the terrain that had not yet been included, as well as whether or not
similar regions had previously been consistently misclassified.

Since the results of one trial were used to inform the data used for the next,
the images used for validation were randomly selected each time. This minimized
bias in the training data by forcing the labelers to consider what data needed to be
included to represent as many regions of as many scans as possible.

However, the total number of images in the data set was far lower than is neces-
sary for training the above-described CNN. With the goal of creating a larger data
set, each image was passed through the data augmenter. Because of the lack of ex-
amples of archaeological sites of interest, the training data set generation process
led to the selection of far more regions without sites of interest. To address this, the
number of augmented copies of each negative image was reduced so that the total
number of positive and negative examples fed to the neural network was balanced.
Augmenting both the images containing objects of archaeological value and those
that did not had the added effect of reducing any potential bias correlated to features
of the augmented image that may have been introduced during the augmentation
process. For dataset A, this resulted in augmented 1124 images used for training
and validation, while for dataset B, augmented 6024 images were used.

4.4 Results

This section presents the site identification algorithm pipeline performance evalu-
ation experiments. While pipeline performance was measured using precision and
recall, two sets of results are presented that ground these measurements in our prob-
lem domain. For each trial, a proportion of the sonar scans were selected for train-
ing versus validation. Once the network was trained, each validation image was put
through the pipeline and the number of true positives, false positives, and false neg-
atives was counted. Because the scans used for validation were selected randomly
and the sites of interest are not evenly distributed across the scans, these three num-
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Fig. 6: Validation precision and recall as a function of the proportion of (a) data set
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Fig. 7: Validation precision and recall for the algorithm with different blocks of the
pipeline removed for (a) data set A and (b) data set B

bers were aggregated across five different rounds to compute precision and recall
for a single trial of the algorithm. Six trials of each configuration of the algorithm
were averaged to compute the results seen in Figures 6 and 7.

First, precision and recall were measured for cases of increasing fractions of a
data set being used for training versus testing. This provides a measure of one’s
ability to start an AUV search expedition in a new area, and allow training to be
done on some fraction of initial images before being confident the pipeline will be
successful in identifying sites on the remaining images. Figure 6 illustrates pipeline
performance for increasing fractions of training data. As shown in the figures, for
data set A, the precision reached 29.34% and the recall reached 97.22%, while for
data set B, the precision reached 32.95% and the recall reached 80.39%.
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Second, precision and recall were measured for cases with and without some
stages of the pipeline to highlight the individual component effects. These compo-
nents—the Data Augmenter, the Image Feature Extractor, and the Edge Detector—
were removed from the pipeline. The network was retrained 80% and 88.89% of
datasets A and B respectively. The bar graphs in Figure 7 show the precision and
recall for these different configurations. The above figures demonstrate how crucial
all three of these stages are in improving the algorithm performance.

Precision and recall are both important values to consider when evaluating the ef-
fectiveness of the algorithm. A high recall means that an archaeologist is less likely
to miss a potential region of interest, while a high precision reduces the number of
sites an archaeologist must revisit. An algorithm that performs well when assessed
by both metrics allows archaeologists to explore more sites that could lead to discov-
eries while spending less time at sites that will not. Though our algorithm exhibits a
low precision, it filters out 99.79% of the area in data set A and 99.31% of the area
in data set B, highlighting the efficiency of using such an algorithm.

5 Conclusions and Future Work

This work presents a pipeline that identifies archaeological sites of interest in SSS
data obtained with an AUV. The proposed algorithm presents data augmentation
and image feature extraction as two approaches to increase performance over stan-
dard CNN approaches. In addition, the paper provides experimental validation in
the form of AUV deployments off the coast of Malta that led to the discovery of
sites of archaeological significance.

The algorithm presented achieves a precision and recall of 29.34% and 97.22%
on one dataset and 32.95% and 80.39% on the second. These results demonstrate
that the proposed pipeline identifies a majority of the archaeological sites tested, but
misclassifies some noise and features of the natural terrain as regions of interest.
Due to the low precision, this algorithm should be used to inform archaeologists
about areas to consider revisiting by giving them a smaller sample size to review.

This paper discusses an automated pipeline for identifying sites of archaeologi-
cal interest from SSS images. Future work may include testing the algorithm on a
wider variety of data, including scans from different altitudes and different angles.
Because this data is expensive to collect, another area for future work is simulating
the creation of these scans in software. In addition, the pipeline presented can be
integrated into the AUV intelligent search system.
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