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Abstract. Large language models(LLMs) have shown its outperforming
ability on various tasks and question answering. However, LLMs require
substantial memory storage on low-resource devices. More critically, the
computational speed on these devices is also severely limited. In this
paper, we propose SPA(Side Plugin Adaption), a lightweight architecture
for fast on-devices inference on the constraints of strict on-devices compu-
tation and memory constraints. Compared with other on-devices seq2seq
generation, SPA could make a fast and stable inference on low-resource
constraints, allowing it to obtain cost effiency. Our method establish an
interaction between a pretrained LLMs on-cloud and additive parameters
on-devices, which could provide the knowledge on both pretrained LLMs
and featured personal feature. Further more, SPA provides a framework
to keep feature-base parameters on low computational devices while leave
the parameters containing general information on the high computational
devices. Our code is public at https://github.com/0OceannTwT/spal

Keywords: Personalized LLM; Cloud-device Collaboration; Inference
Acceleration.

1 Introduction

Large Language Models (LLMs)[6l33] have demonstrated incredibly powerful
capabilities in supporting different systems[420]. These models perform excep-
tionally well across various downstream tasks[39/12]. Additionally, different LLMs
such as GPT-4[25], Llamal|33] exhibit similar abilities in handling tasks across
multiple dimensions|2]. However, deploying and computing LLMs on resource-
constrained devices introduces significant memory and computational pressure
on these devices[I]. Therefore, researching reliable methods for deploying LLMs
on-devices becomes critically urgent.
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Fig. 1: Three methods for model deployment are based on different combinations
of cloud and device setups.

To address the issue of deploying large language models (LLMs) on devices,
various methods have been proposed to adapt them for edge devices. Subformer
[28] reduces storage and computation requirements by sharing parameters. Simi-
larly, EdgeFormer [I1] proposes a balanced sharing scheme, exploring the impact
of different architectures on device deployment. LLMCad [38] employs a collab-
orative model configuration to achieve lightweight deployment, where a small
model generates simple words and a high-accuracy model verifies and corrects
errors. This study builds on the principles of uncertainty quantification and
sparse estimation of spectral lines[I3], applying similar causal inference tech-
niques to enhance personalized generation models in cloud-based and on-device
collaborative frameworks.

Additionally, research has proposed parameter-efficient fine-tuning methods
for LLMs [I5J16], utilizing adapter strategies to flexibly adapt to downstream
tasks while preserving model capabilities. Adapters are stored separately from
the base model and require only a few parameters to customize for downstream
tasks[I7]. For on-device deployment, adapters can be used for incremental de-
ployment, integrating incremental knowledge into existing models to support
downstream tasks and obtain user attributes[22I4TIT0I35/T9]. However, this ap-
proach requires consideration of data transmission requirements between devices
[30], and reducing transmission latency is a significant challenge in the design of
separated models[40].

Our research proposes a method called Side Plugin Adaptation (SPA),
which achieves the deployment of large models on-devices by separating adapters
from pre-trained models. Specifically, our method introduces an side adapter
classifier. This classifier allows us to choose between leveraging the inherent
capabilities of the original model and integrating feature information generated
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by adapters. In this way, we aim to minimize the frequency of adapter usage while
maximizing the utilization of common-sense knowledge inherent in the original
large language model. This strategy offers a dual advantage: leveraging the unique
feature attributes of adapters while maximizing the inherent capabilities of a
widely based model. We also evaluate the effect on casual inference. Compared to
traditional on-devices model setups, our method significantly improves inference
speed.

We comprehensively evaluate our approach on various datasets across different
domains. These evaluations not only emphasize the advantages of our method
compared to traditional approaches but also highlight its potential in improving
overall model capability while achieving significant adapter effects. In addition
to enhancing text generation and semantic understanding services, our approach
demonstrates a stronger ability to understand textual features, better meeting
user needs.

Our contributions can be summarized as follows:

e We innovatively propose the SPA framework, deploying large models on-
device via adapters. Our method significantly reduces the difficulty of fully
deploying large models on the edge and presents a feasible and efficient
solution.

e We introduce a classifier to determine whether to use adapter content for
inference. This innovative classifier design significantly improves the efficiency
of cloud server to edge transmission while maintaining task performance.

e SPA has been thoroughly evaluated across multiple datasets. Experiments
show that our framework performs well on-devices. Additionally, SPA can
achieve results close to the original model with lower transmission latency.

2 Related Work

2.1 Parameter-Efficient Transfer Learning

In recent years, efficient parameter-efficient transfer learning has become a popular
method for fine-tuning large language models. It achieves performance close to full
fine-tuning by refining a subset of parameters. Among these methods, adapters,
as introduced by [I5], incorporate two additional feed-forward layers, enhancing
their adaptability to downstream tasks. Similarly, LoRA [16] employs a rank
reduction followed by rank promotion method on the original language model. In
the context of language model fine-tuning, prefix tuning [I8] involves introducing
a trainable prefix vector before the keys and values in the multi-head attention
mechanism, producing effects similar to the first two methods.

2.2 On-device ML optimization

For on-device sequence-to-sequence models, various techniques have been adopted
to reduce the parameters of pre-trained models[23], including methods such as
quantization|2I] to reduce model size, knowledge distillation[34] techniques that
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learn from large models and transfer knowledge to smaller models, and techniques
such as compression[9] and pruning[5] to reduce the number of model parameters.
Some methods like Edgeformer [29] achieve model reduction by sharing model
parameters. Low-rank decomposition is also used to reduce model size [7]. These
techniques are adjusted and adapted based on the parameters of the Transformer
architecture, and they yield effective parameter reduction results for models with
relatively fewer parameters.

3 Methodology

Considering the edge computing and storage capabilities, as well as the need to
learn user characteristics and contextual information related to text generation,
we propose SPA, a lightweight architecture for fast on-devices inference on the
constraints of strict on-devices computation and memory constraints. With this
design, we can evaluate its support for downstream tasks and compare it with
the results of the original edge adapter.

3.1 Side Model Design

Collaborative learning and training between edge and cloud models currently
face the following major bottlenecks: while all models are deployed on edge
devices, the computation required for the models involves extensive floating-point
operations, and the memory needed for model training significantly increases.
For the autoregressive model, these issues make it tough to directly use large
language models (LLMs) for inference on edge devices[I4]. On the other hand,
when data is placed in the cloud, although general computing power is ensured,
some personalized features cannot be efficiently transferred from the edge to the
cloud for effective learning. These bottlenecks highlight the urgent need to design
a model that combines both edge and cloud capabilities to better adapt to the
respective requirements.

To address this, we propose integrating causal inference techniques into the
SPA framework. By leveraging causal inference, we can systematically identify
the effect of different model settings (e.g., edge-only, cloud-only, or hybrid) on the
performance of personalized text generation. Specifically, we place some learnable
parameters on the edge to enable rapid personalization of information learning
settings. SPA involves using a classifier to select the output results generated by
the original LLM or the side block. The classifier optimizes the decision-making
process by estimating the causal effect of choosing different paths, enhancing the
overall quality of text generation. Additionally, the classifier can decide whether
to combine the edge model with the base model stored in the cloud. In this way,
the edge model only needs to learn the feature differences relevant to the current
task|32], while the general information is provided by the base model, reducing
the resource latency costs on edge devices.

Specifically, if we define function f as the single layer on the original LLM
and function g as the corresponding layer on the side model, the causal effect of
choosing the output can be formalized using the following functions:
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Hi(x) = fi(z) + 0igi(z)

Here, o; represents the decision variable that chooses between the outputs
of f and g. This can be viewed as estimating the conditional average treatment
effect (CATE) of selecting a path based on the input features:

CATE(z) = E[H;(z)|Select g] — E[H,;(z)|Select f]

By using a linear layer of H x 2 as our classifier, the model predicts the
optimal path based on this CATE estimation, leveraging the Transformer’s
hidden state. The classifier output is softmaxed to range between [0, 1], allowing
for a probabilistic selection given by:

o; = arg max(M.,fi(z))

The model learns whether predicting a certain token is better accomplished
by selecting the existing model’s output or by employing the side-end incremental
model that relies on user-specific feature information. This choice hinges on the
estimated causal effect, ensuring that the model dynamically adapts to the task
requirements. [3I37] Since o; is learnable, the overall loss function can be expressed
as:

L= Z (Loss(fi,y) + CATE(0;))

The loss function now not only accounts for prediction accuracy but also
incorporates the causal impact of model decisions, driving the SPA model towards
optimal, personalized performance.

T
Loss(fi,y) = — Zlog(@+aA@) P(z|r<;) (1)

i=1

Here, we keep f(z) frozen and unchanged, while training the side model g(z)
and the classifier o. Unlike the fixed classifier ¢’ used for text similarity in the
original model, our classifier ¢ based on a linear layer can determine whether the
predicted word exists in the knowledge base of the underlying language model.
This approach reduces the inference time for highly repetitive word sequences,
stores more general information in the cloud, and generates user-specific features
on edge devices. Compared to EdgeFormer, the main bottleneck of our model
is the communication latency between the edge device and the server. This can
be optimized by controlling the frequency and timing of communication. While
our approach results in a smaller edge model, its prediction speed relative to
the total latency is very fast. In this case, the computational power of the edge
device will not become a bottleneck for the prediction results.
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Fig. 2: Cloud and Device Collaboration Model SPA. This framework utilizes
a classifier to provide optional downstream task computation choices for edge
devices, thereby reducing computational pressure on edge devices and improving
the overall performance of specialized device models.

3.2 Communications Latency

For communication between cloud servers and edge models, we adopt the archi-
tecture used in LST. LST improves memory capacity through backpropagation.
For prediction, if our transformer has L layers, the Parallel adapter or LoRA
method results in higher communication latency costs. Specifically, the latency
includes three parts: Tpretrained Tepresents the computation latency of the original
pre-trained model, Ty, gevices represents the computation latency of the edge
device model, which could be the Adapter part, LoRA part, or LST part used for
edge device inference. Additionally, T,¢; is the network latency when transmitting
data between the cloud and devices. Then, the total latency can be evaluated as:

Ttotal - Ton—de’uices + Tpretrained + Tnet (2)

While Tpretrained keep the same for identical model. For model on edge devices,
the inference latency is lay on the CPU or GPU computing capability, denoted
as f¢. Fyqtq is the FLOPs required to compute on edges, Cyeyices indicates the
numbers of CPU or GPU are available to compute on this model. Then:
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Table 1: Evaluations on side model ratios.
Data sizes SPAsman SPAmedium SPAfun
Usage Percentage 82.3 71.5 61.8

F X Caevi
Ton—dem'ces _ data devices (3)
fe
For the network latency when transmitting data between cloud and devices.
Assume the TCP/IP connection latency is 7, The Tj,e; could be formulated as:

Tnet - M X (T + Tdata) (4)

Where M is the transmission times for one token prediction, it would be
changed for different architecture, because we have to transfer back the hidden
state from side model to base model[31]. SPA effectively merges the process in
scenarios where edge-cloud connectivity is involved.

4 Experiments Setup

4.1 Datasets

We evaluated our approach on the following training dataset.

1. XSum|24]: There are 227, 000 summaries of online articles generated by
the BBC available on XSum, and we assessed the relationships between the
articles and their corresponding summaries.

2. CNN Daily Mail[§]: The CNN Daily Mail dataset consists of 312, 000
summaries of CNN Daily Mail articles and its origin articles.

3. CoQA[27]: CoQA datasets contains 127, 000 questions encompassing 8,
000 conversation-based question-answer pairs, constituting a large-scale QA
system spanning various domains.

4. SciQ[36]: The SciQ dataset comprises 13, 679 publicly available scientific
exam questions covering diverse disciplines such as biology, chemistry, physics,
and others|26]. Answers to specific questions are obtained through contextual
information.

4.2 Implement Details

For each dataset, we uniformly trained for 15 epochs to enhance the adapter’s
learning capabilities for tasks or text features. Simultaneously, when evaluating
our sequenced model, we conducted branch selection checks on the evaluated
content to observe whether the model opted for adapters for adaptation. We
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Table 2: Latency evaluated from Different efficient tuning methods. Measuring new
parameters percentage rate, Inference latency, Network latency and Total latency on
prediction for 50 new tokens. Ratios indicates the ratios of direct transmission times
and pretrained model inferencing times. The Rouge-L scores on different PEFL methods
and our model on various datasets.

Model % Param Infer. latency Net. latency Total latency Ratios XSum CoQA
LLaMA-7B + LoRA  0.19 3.26 6.37 9.63 32.0 38.24 40.32
LLaMA-7B + Adapter 0.38 3.32 12.56 15.88 64.0  38.18 40.51
LLaMA-7B + LST 0.2 3.29 0.31 3.60 1.0 28.78 31.24
LLaMA-7B + SPA 0.21 3.30 0.18 3.48 0.62 35.52 37.30

also statistically analyzed the proportion of adapter usage. We compared our
models under consistent trainable parameters, setting the learning rates to {
2x 10745 x 107%,1 x 1073 } for each model to determine the optimal learning
rate for that dataset. Throughout the training process, we maintained a consistent
batch size of 8 and conducted training across an 8 Nvidia RTX V100 machines.
Table ?? shows the comparison between our proposed model and the baseline
model, as well as the LST model, demonstrating the differences in performance
across various datasets. We utilize beam search for tokens generation.

5 Experiments

5.1 Main Result

The performance of SPA surpasses that of LST. Table 7?7 shows that, under
the premise of lightweight parameters, the blocks trained by SPA can effectively
guide the original model. Consequently, even with a smaller computational load
at the edge, the model can exhibit strong inference capabilities and enhance
performance for the given task.

In the SPA architecture, network transmission is a crucial aspect, particularly
in the context of SPA. Therefore, as the discussion in Section [3] it’s essential to
compare the previous model with the SPA model and estimate the corresponding
latency required for predicting the entire model. Given that our model is relatively
large, we cannot deploy the entire model at the edge as in the case of Edgeformer.
In the collaborative process between cloud-based and on-device components,
transmitting critical information is necessary. Consequently, we will be conducting
inference latency experiments to assess this aspect.

5.2 Latency on Prediction

To address concerns about network latency and overall inference delay, we con-
ducted comparative experiments on data exchange for these models. Additionally,
we compared the original Adapter, LoRA, and LST methods, evaluating them
based on data exchange times and overall model latency. We performed these
assessments using the same training configuration as mentioned above.
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Table 3: The Rouge-L scores on different settings and SPA model on various
datasets.

Model Ratios XSum CNN-DM CoQA SciQ
LLaMA-7B + Fully Integration 1.0 36.24 40.55 38.81 25.91
LLaMA-7B + Fully Separation 0.68 30.29 34.19 32.11 23.71
LLaMA-7B + LST 1.0 28.18 32.15 31.24 23.24
LLaMA-7B + SPA 0.64 36.52 39.22 37.30 25.38
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Fig.3: Performance on XSum Fig.4: Performance on CNN-DM
datasets between LST and SPA. datasets between LST and SPA.

We also uniformly evaluated the time taken to generate 50 tokens. Additionally,
our single-sided model and the baseline model were placed within a server cluster
to simulate network transmission delays in an ideal network environment. This
was done to assess the corresponding network transmission latency. The respective
metric results obtained from the testing are recorded in Table 2] the difference
between single and multiple communication latency is substantial, with inference
costs relying mainly on cloud server computing power.

The SPA model outperforms other methods in terms of network
latency. Notably, SPA has many excellent features. It can make predictions
by choosing between the pre-trained model and the integrated adapter model
through a classifier. Due to the use of the LST structure, SPA’s architecture is
more independent on devices, giving it an advantage over methods like LoRA
and Adapters.

6 Conclusions

This paper introduces a model suitable for cloud-base and on-devices collaboration.
The model leverages the capabilities of LLMs for sequence-to-sequence tasks
and utilizes user-specific features from the edge model to guide the overall large
model towards our desired objectives. Through a classifier, we can select the
most suitable generated sentences. Our approach presents a new paradigm in
addressing issues related to edge model deployment, providing valuable insights
for future work. We believe that this approach is groundbreaking and can serve
as a valuable reference for future research.
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