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Abstract—Saliency in an image or video is the region of interest 

that stands out relative to its neighbors and consequently attracts 
more human attention. To determine the salient areas within a 
scene, visual importance and distinctiveness of the regions must be 
measured. A key factor in designing saliency detection algorithms 
for videos is to understand how different visual cues affect the 
human perceptual and visual system. To this end, we investigated 
the bottom-up features including color, texture, and motion in 
video sequences for both one-by-one and combined scenarios to 
provide a ranking system stating the most dominant circumstances 
for each feature individually and in combination with other 
features as well. In this work, we only considered the individual 
features and various visual saliency attributes investigated under 
conditions in which we had no cognitive bias. Human cognition 
refers to a systematic pattern of perceptual and rational 
judgements and decision-making actions. Since computers do not 
typically have this ability, we tried to minimize this bias in the 
design of our experiment. First, we modelled our test data as 2D 
images and videos in a virtual environment to avoid any cognitive 
bias. Then, we performed an experiment using human subjects to 
determine which colors, textures, motion directions, and motion 
speeds attract human attention more. The proposed ranking 
system of salient visual attention stimuli was achieved using an eye 
tracking procedure. This work provides a benchmark to specify 
the most salient stimulus with comprehensive information.  

 
Keywords—Visual Attention Model, Saliency Detection, 

Bottom-up Features, Human Visual System, Cognitive Bias, 
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I. INTRODUCTION 

Human brain receives a massive amount of information 
when watching virtually any scene. The Human Visual System 
(HVS) is capable of processing this information rapidly and 
focusing on the salient regions of the scene. These selected 
regions which are more interesting to the subject are called 
salient areas. Human visual attention contains two types of 
processes: pre-attentive and attentive [1].  

Pre-attentive (subconscious) processing rapidly and 
automatically categorizes an image into regions in a spatially 
parallel manner to search for significant information across an 
image. However, the attentive (conscious) processing or 
focused attention incorporates the goals and desires of the 
viewer through the process of searching in a serial manner 
which is time consuming compared to pre-attentive detection 
[2]. Understanding the processing mechanism of HVS helps us 

to know how to properly prioritize and combine the visual 
stimuli as well as the low-level, mid-level, and high-level 
features in the design of attention models.  

Physiological and psychological studies illustrated that the 
effective factors on visual attention and eye movements are 
categorized into bottom-up and top-down types [3]. Bottom-up 
factors capture pre-attentive attention very quickly and have a 
strong impact on the human visual selection system. On the 
other hand, top-down factors capture the attention much slower 
and are influenced by bottom-up factors. Bottom-up and top-
down factors are known as low-level and high-level features 
respectively. In the past two decades, researchers focused on 
designing visual attention models (VAMs) were inspired by the 
HVS to reduce the huge volume of data to more visually 
informative and important data. Saliency detection models or 
VAMs employ bottom-up and/or top-down factors to search for 
the salient part of data. Bottom-up based models use low-level 
attributes such as color, texture, size, contrast, brightness, 
position, motion, orientation, and shape of objects. Basically, 
these attributes are rapidly scanned and detected by the human 
visual system. However, top-down based models exploit high-
level context dependent attributes such as face, human, animal, 
vehicle, text, etc. Both bottom-up and top-down factors can be 
exploited to design VAMs but because of the complexity and 
time limitation, few integrated approaches have been proposed 
that use both factors to detect the salient parts within a scene 
[4]. 

To generate the saliency map, different feature maps are 
usually produced for bottom-up attributes first. Then, these 
maps are fused to produce the overall activation map indicating 
the most salient areas. It should be noted that the basic feature 
maps can be combined to generate top-down attributes as well. 

The validation of the saliency maps is usually performed by 
comparing them with eye movement tracking datasets as the 
ground-truth data. Studies show that the human visual system 
is attracted to objects rather than locations [5]. In fact, the pre-
attentive part of the HVS firstly segments the scene into objects 
in a rapid scan [5]. This segmentation is mostly performed 
based on the low-level attributes. 

In this paper, we focus on the study of bottom-up attributes 
as visual stimuli such as color, texture, motion direction, object 
velocity, and object acceleration. Our goal is to investigate how 
they influence the HVS. The aim of this work is to achieve a 
ranking system to identify the hue range, texture pattern, motion 
direction, object velocity, and object acceleration that are most 
likely to be attractive for the HVS in terms of saliency. The 
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advantage of this work can be described as finding the order of 
the significance of the bottom-up attributes in determining the 
salient regions in a scene. The lack of a comprehensive study in 
this area motivated us to carry out this work.  

We will provide a more detailed explanation about existing 
studies related to the impact of bottom-up attributes on the 
visual attention system in addition to our designed experiment 
in next sections. The rest of this paper is organized as follows: 
Section 2 reviews the related works and provides an overview 
of how the experiments have been performed to understand 
HVS response to the bottom-up attributes. Section 3 describes 
the characteristics of the generated dataset for our experiment 
and its methodology. Section 4 contains the results of our 
proposed experiment for each individual attribute, and finally 
Section 5 concludes the paper. 

II. RELATED WORKS   

Visual attention includes the procedure of selecting the 
significant and interesting areas across visual information that 
humans receive in daily life. The selection procedure by the 
HVS is performed through eye movements. Researchers 
investigate how visual stimuli influence human eye movements 
in order to estimate the most salient regions in a scene and 
consequently design visual attention models to extract those 
regions.  

We provide the concluded results of the existing works and 
a brief description of the performed experiments in this section. 
Most of the existing experimental studies focused on 
investigating differences of 2D and 3D visual data and their 
impact on the human visual system.  

In the literature, few experimental studies have been 
performed to investigate the impact of the bottom-up factors on 
the human visual system and eye movements. Previous studies 
only focused on texture, color, and mostly depth attributes.  

For example, Khaustova et al. [17] designed an 
experimental study to understand how texture complexity, 
depth, quantity, and visual comfort influence the way people 
observe 3D content in comparison with 2D content. They 
utilized uncrossed disparity (i.e. all objects were behind the 
display plane) for the all stereoscopic content. Two experiments 
were performed using an eye-tracker and a 3D-TV display. In 
the first experiment, 51 subjects participated in the test. They 
found that the objects with crossed disparity are the most 
salient, even if observers experience discomfort due to the high 
level of disparity. 

The second experiment was designed with the aim of 
investigating whether depth is a determinative factor for visual 
attention. In this experiment, 28 observers watched the scenes 
that contained objects with crossed and uncrossed disparities 
with different textures. They discovered that texture is more 
important in comparison with depth for selection of salient 
objects. They finally concluded that the objects with crossed 
disparity are significantly more important compared to 2D 
content. However, objects with uncrossed disparity have the 
same influence on visual attention as 2D objects.  

They reported that there is no relation between the fixation 
durations and disparities which is in opposition to former 
studies [17]. They also found that the gaze points were 
concentrated and centered in the center of the scene during the 

first 4 seconds of the experiment, but for the other time intervals 
the gaze points were spread over the entire scene [17].  

Hkkinen et al. [18] analyzed the eye movements of 
participants watching a six-minute movie in both stereoscopic 
and non-stereoscopic versions. They considered four shots of 
the movie. The results indicated that viewers tend to look at the 
actors in the 2D version. In this test, 20 students participated. 
The short film (6 minutes and 20 seconds long) was presented. 
They used a Hyundai 46-inch polarizing stereoscopic display 
with a resolution of 1920 × 1080 pixels. The film was shown 
with a TriDef stereoscopic player and a Tobii X120 eye 
movement tracker was utilized. The viewing distance was 140 
cm. The participants were trained to compare which of the 
versions was better. They found that eye movements of subjects 
are mostly concentrated on the actors and their immediate 
neighborhood. Based on the eye movement patterns, they 
inferred that the observers are mostly looking for socially 
relevant information [18]. These factors are categorized as 
high-level and content-based features in video sequences. They 
reported that the eye movements spread more widely in the 3D 
versions. Also, the objects coming toward the observer caught 
more of the viewers’ attention [18].  

Khaustova et al. [19] in another experiment, generated six 
scenes with different modified parameters using Blender. The 
modified parameters were: texture complexity and the amount 
of depth changing the camera baseline and the convergence 
distance at the shooting side. Their experiment was performed 
using an eye-tracker and a 3D-TV display. They ensured that 
each observer had only seen the content of each scene once to 
avoid memory bias [19]. A Tobii x50 eye-tracker and 42 LG 
42LW stereoscopic display with line interleaved technology 
were used as the setup for this test. In the experiment, the 
distance from the observer to the eye tracker was around 60 cm 
and the distance from the observer to the screen was 4.5H (2.34 
m). The duration of the experiment was about 10 minutes for 
each participant. In this test, 135 people (106 males and 39 
females from 21 to 60 years old) participated. Each image was 
tested on 15 observers. Their results illustrate that disparity 
makes saccade length shorter; however, it does not affect 
fixation durations [19]. They inferred that texture complexity is 
significant in salient area selection.  

Gelasca et al. [3] designed a subjective experiment to 
investigate what colors attract human attention more. The goal 
of this experiment was to quantify the color saliency and to 
provide a ranking for some of the most common colors. 11 
persons participated in the test (3 females and 8 males, aged 19-
28). They selected 12 colors including red, pink, magenta, 
violet, yellow, orange, green, cyan, blue, light blue, maroon, 
and dark green. The tested colors were chosen in the CIELab 
color space but there is no available information about their 
range. The experiment consisted of two cycles. During the first 
cycle, 20 synthetic images were presented to the subjects 
containing 12 colored disks. In the first cycle, the task was to 
choose at first three or four colors which subjects considered 
the most salient among the displayed colors. Afterwards, the 
same images were shown but subjects were asked to choose 
only one or two colored circles which attracted their attention 
most. They also repeated the experiment for the images 
containing four colored disks to confirm their results. Table I 
shows their results as a ranking table for 12 tested colors.  

  



 

TABLE I 
RANKING FOR COLORS ACCORDING TO GELASCA ET AL. [3].   

                   Color  Overall Sum of Hits per Color        

                     Red                           128   
                     Yellow                        87 

                     Green                        84 
                     Pink                        60  
                     Orange                        44  
                     Blue                        32  
                     Cyan                        32 
                     Magenta                        26 
                     Light Blue                        16  
                     Maroon                        14   
                     Violet                        11   
                     Dark Green                          10   

    The results of color saliency ranking. 
 

Based on the results, they divided colors into two overall 
groups. The colors that had much more priority were red, 
yellow, green and pink. The colors with lower saliency were 
reported as light blue, maroon, violet and dark green.   

III. EXPERIMENTAL METHODOLOGY  

The main purpose of this work is to achieve a ranking 
system among different bottom-up stimuli to be able to design 
a saliency detection algorithm. We hypothesized that color, 
texture, motion, and depth influence visual attention as the 
following formula: 

 
                          𝑆 = 𝛼𝐶 Θ 𝛽𝑇 Θ 𝛾𝑀 Θ 𝜃𝐷                       (1) 
 

where S indicates the saliency value, C, T, M, and D illustrate 
color, texture, motion, and depth respectively. Also, 𝛼, 𝛽, 𝛾,
𝜃 are the weights that show the amount of importance of each 
stimulus in absorbing attention. It should be noted that 𝐶 =
[𝑐ଵ, 𝑐ଶ, 𝑐ଷ, … ], 𝑇 = [𝑡ଵ, 𝑡ଶ, 𝑡ଷ, … ], 𝑀 = [𝑚ଵ, 𝑚ଶ, 𝑚ଷ, … ], and 
𝐷 = [𝑑ଵ, 𝑑ଶ, 𝑑ଷ, … ] are vectors in a ranked manner to order 
each individual stimulus. Θ represents the operator that 
determines how to combine different feature maps. This 
operator can be a summation, a multiplication, an averaging, an 
optimization problem, etc. We will introduce the best way to 
combine different bottom-up attributes maps later in our 
algorithm design as a future work.  

To this end, we designed an experiment to find those 
weights and orders for both individual assessment of stimuli as 
well as their combination states. We asked human subjects to 
watch image/video content datasets and their eye movements 
were recorded using an eye tracker device. Then, we studied 
and analyzed the fixation and saccade points to estimate the 
pattern of the HVS to discover which stimuli are more effective 
on the attention system and how they change its operation. We 
obtained a ranking system to explain which colors, textures, 
motion directions, and motion speeds are most attractive for 
human vision. Therefore, we found a priority quantity for 
different ranges of each individual feature. The answer of this 
question is useful to examine the efficiency of the designed 
VAMs for saliency detection. Therefore, we will know which 
attributes to focus on more in designing our future VAM. We 
designed a set of experiments to investigate each attribute 
individually. Then, we tested a limited number of the 
permutations of the attributes.  

In this study, we had 25 participants (11 females and 14 
males) within ages 18-35. Participants only interacted with a 
55-inch LG 3D-TV screen and a tripod mounted eye tracker 
device. We used an SMI eye-tracker iView 120 Hz as the eye 
tracking equipment. Participants were expected to watch 39 
images and 74 videos, while their eye movements were 
recorded. A set of 2D images and video sequences were created 
using Adobe Illustrator and Adobe After Effects to show the 
participants. This experiment was a free-viewing task and 
participants did not need to perform other tasks at the same 
time. We combined all images and videos together to generate 
a video with a duration of 15 minutes. 

We assessed participants’ vision in advance to avoid having 
vision issues such as color blindness, or low visual acuity. Also, 
we provided an instruction to participants on how to act during 
the experiment before they started the test. To avoid 
misunderstandings and recording false data as much as 
possible, we trained them by showing a few sample images and 
videos before starting the actual test. 

Our designed experiment contains five stages for each 
participant:  

1) A Visual Test to Check any Vision Issues. 

All the subjects were checked by pretests to assess their: 

 Visual acuity using Snellen chart 
 Color blindness using Ishihara graphs 

A Snellen chart was prepared to check participants’ visual 
acuity. We used an online Ishihara test website (i.e. Ishihara 38 
Plates CVD Test) including 38 plates available at [20].  

In our study, the subjects who did not pass either of the two 
vision pretests were not allowed to continue to the eye-tracking 
experiment. 

2) A Verbal Explanation of the Instruction.  

We instructed each subject on how to behave during the 
calibration stage, the training stage, and the actual test itself. 
We emphasized that they should keep their position without any 
movement during the test because their distance from the eye 
tracker device and the TV must be fixed within the entire 
experiment. In addition, we asked them not to rotate their head 
while watching the video as well as concentrating on the video.  

In this way, we were assured to avoid many problems which 
might happen during the test and make it inefficient by 
producing invalid data.  

3) A Calibration Procedure. 

The eye tracker requires a calibration for each subject in 
order to learn the characteristics of their eyes. The SMI iView 
120 Hz has an automatic calibration software. We used a 9-
fixation point calibration setting. Subjects who did not provide 
proper data at the calibration stage were not allowed to 
participate in the test. According to our experience, people with 
high prescription glasses or lower eyelids may have difficulty 
passing the calibration stage. Therefore, these situations may 
have caused to the failure in calibration stage.  

4) A Training Period. 

We trained each subject before starting the main visual 
attention test to avoid facing misunderstanding during the 



 

actual test as much as possible. We prepared different 
image/video sets for the training stage and showed them to 
subjects to help them get more familiar with the test practically. 
These images or videos were not considered in our final results. 

5) A Visual Attention Test. 

In this stage, we presented our produced datasets to the 
participants and asked them to do a free-viewing task by simply 
observing the images or videos. Then, we recorded their eye 
gaze and eye movements using an SMI eye-tracker. The 
distance between subjects and the screen was 217.60 cm which 
is around 3.2 times the display height based on the 
recommendations listed in ITU-R BT.2022 which is a standard 
guide on general viewing conditions for subjective assessment 
of image/video dataset on flat displays [21]. The distance 
between the eye tracker device and subjects was 60 cm.  

The rest of this section provides detailed explanation about 
different parts of our experiment. We broke down the 
experiment into individual parts to test bottom-up attributes 
including color test, texture test, motion direction and velocity 
test, and contrast test.   

A. Color Test 

In order to obtain reliable results, ideally a high number of 
different colors should be considered. However, this would 
make the task too complicated with huge number of different 
permutations of the color positions and causes eye fatigue in 
participants. Therefore, we selected 12 main colors in the HSV 
color space that is more compatible with the human vision and 
perceptual system. 

We created 10 two dimensional images using Adobe 
Illustrator for our color test. Each image consists of 12 colored 
disks of the same size located on the circumference of a circle 
like a clock dial. The background was gray with luminance of 
(120, 0, 50) in HSV because gray is a neutral color and has an 
average intensity difference with most of the colors. In this way, 
we can avoid high contrast that may cause any bias in saliency 
of the colors. Our selected colors include red, yellow, green, 
cyan, blue, magenta, orange, turquoise, pink, dark red, dark 
green, and dark blue. To introduce our selected colors, we 
illustrated their HSV characteristics in the Table II. A sample 
of our created image is shown in Figure 1.   

 

TABLE II 
HSV COLOR TABLE  

Color Number  Color Name H °     S %    V %  

01 Dark Blue  240    100    50  
02 Orange  30      100    100  

03 Green  120    100    100 
04 Blue 240    100    100  
05 Cyan 180    100    100  
06 Red 0        100    100  
07 Turquoise   180    100    50  
08 Pink 300    100    100 
09 Purple  300    100    50  
10 Yellow  60      100    100   
11 Dark Green 120    100    50   
12  Dark Red  0        100    50   

HSV color space indicates Hue, Saturation, and intensity Value/Brightness 
respectively. 
 

   
 
Fig. 1. A sample image for experimental color test. 
 

The colored disks were displaced along the circle 
circumference within 10 images in a way that different colors 
can be scattered along the circle and no high contrast happens. 
To avoid categorizing colored disks based on their HSV 
characteristic, we made sure not to have very similar colors 
beside each other. The human visual system usually pays more 
attention to the center of scene which is known as center bias. 
This fact is used in photography and film making strategies. 
According to this fact, we located the colored disks close to the 
center of the image with equal distance from the center that 
leads us to reach a circular circumference.   

According to the ITU-R BT.2022 document, each image 
was presented to each participant for 10 seconds and we 
embedded a plain gray image between two consecutive images 
for 3 seconds to clear the participants’ gaze point. 

B. Texture Test  

We selected three different levels of texture from a 
complexity perspective in our experiment including low, 
medium, and high complexity. The low complexity texture is 
known as the absence of a pattern on objects and low contrast. 
The medium-level contains simple geometrical patterns, 
Finally, the high-level appears with more complex geometrical 
patterns, higher contrast, and dense edges. 

We created 10 two dimensional images for our texture test 
in a similar manner to the color test. Each image consists of 12 
textured disks located on the circumference of a circle and the 
background is gray. Textures are chosen from gray-scale 
images within similar intensity ranges to achieve more similar 
texture patterns from an intensity/brightness perspective. 
Otherwise, we may have contrast leading to bias in the saliency 
detection stage. A sample image for the texture test is shown in 
Figure 2. 

 
 
Fig. 2. A sample image for experimental texture test. 



 

 
We presented each image to participants for 10 seconds and 

a plain gray image was embedded between two consecutive 
images for three seconds.  

C. Motion Direction and Velocity Test  

We utilized four main directions of the motion including 
horizontal on both sides (toward left and right), vertical on both 
sides (upward and downward), diagonal with an angle of 45 
degrees in both sides (toward up and down), and diagonal of 
135 (i.e. -45) degrees in both directions (upward and 
downward). We only used linear directions and no curvature 
movement was considered to avoid encountering complexity 
and having massive numbers of states in our experimental 
study.  

We exploited velocity and acceleration in our motion test to 
investigate their influence on the human attention system. To 
this end, we used two different motion patterns such as motion 
with the constant speed, and motion with acceleration.  We used 
white circles as the moving objects in a gray background. All 
the circles have the same size but different movement directions 
or speeds.  

Rendered videos for this test are divided into three main 
groups: 1) moving circles with the same speed in different 
directions, 2) moving circles in the same direction with 
different speeds and occasionally different accelerations, and 3) 
moving circles in different directions with different 
speeds/accelerations. We rendered 14 video sequences for first 
group; 7 and 5 video sequences for the second and third groups 
respectively.  

IV. RESULTS AND DATA ANALYSIS 

In this section, we consider the results of each part of the 
test individually. The scan path, fixation points, and saccade 
paths of all participants were analyzed to extract the area that 
participants gazed at more as salient parts. It should be noted 
that at the analysis stage, we used the following computational 
equations to obtain the number of fixations 𝐴௡ for N 
participants. If we assume 𝑓௜ೕ

 implies ith feature such as color, 
texture, and motion at the jth gazing order, then vector F can be 
stated as:   

 
                𝐹 = [𝑓ଵ, 𝑓ଶ, 𝑓ଷ, … , 𝑓௉]் ∈ {𝐶, 𝑇, 𝑀}                      (2) 

 
where 𝐶 = [𝑐ଵ, 𝑐ଶ, 𝑐ଷ, … , 𝑐ொ]் , 𝑇 = [𝑡ଵ, 𝑡ଶ, 𝑡ଷ, … , 𝑡௅]், and 

𝑀 = [𝑚ଵ, 𝑚ଶ, 𝑚ଷ, … , 𝑚ை]். In our study 12 colors, 12 texture 
patterns, and 8 motion directions used. After analyzing 
participants’ scan-path, fixation, and saccade points, we 
reached a matrix of features for all participants. In this matrix, 
𝑆௝ shows the summation of a feature  𝑓௜ೕ

 in jth column and each 
column indicates the order of attention. Therefore, the total 
number of fixations for each feature 𝐴௡ can be defined as 
equation (4).    

                                   𝑆௝ = (∑ 𝑓௜ೕ

ே
௜ୀଵ )                                     (3) 

 
           𝐴௡ = ∑ 2(ଵି௝)ெ

௝ୀଵ  . 𝑆௝ = ∑  ∑ 2(ଵି௝).ே
௜ୀଵ 𝑓௜ೕ

  ெ
௝ୀଵ               (4) 

 
where 𝑁 and 𝑀 illustrate the number of participants and the 

number of order of the attention respectively. We assigned 

weights for each order based on powers of  
ଵ

ଶ
 to emphasize the 

importance of the order of fixation. 

A. Color Test 

According to fixation maps of all 24 participants (11 
females and 13 males), the graph of Figure 3 was extracted.  
This graph indicates that red, yellow, dark red, pink, and cyan 
are the most salient colors. Paying attention to the ranking table 
of the 12 used colors leads us to conclude that warm colors such 
as red, dark red, and pink and bright colors such as yellow and 
cyan usually are more salient for the HVS. Dark blue, dark 
green, purple, and turquoise are the least salient colors because 
they were fixated on less and mostly at the end of the watching 
time duration for each image.  

 

     
 
 Fig. 3. Color saliency graph to show the order of importance among 12 

selected colors.   
 

B. Texture Test 

We provided a look-up table (i.e. Table III) to show the 
labels of each texture used in our test. It helps understand better 
the saliency ranking graph for different patterns.   

 

TABLE III 
 TEXTURE LOOK UP TABLE  

Texture 
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 Pattern  
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Figure 4 shows the ranking of saliency for 12 chosen texture 
patterns. According to this graph, DM8, SQ3, spl2, and DM2 
absorbed more attention along with all 25 participants (11 
females and 14 males). Therefore, more complex textures 
which contain dense edges such as DM8, SQ3, and spl2 and 
patterns with higher contrast such as DM8 will become more 
interesting and outstanding for human vision. We conclude that 
areas with dense edges are more important than areas with high 
contrast in the intensity as textures. However, high contrast 
parts with smaller areas of the intensities which makes an 
entirely homogeneous and repeated pattern such as D7, cannot 
stand out as a salient pattern.  

 

    
 
Fig. 4. Texture saliency graph to show the order of importance among 12 

selected texture patterns.  
 
On the other hand, Spl12, V1, H2, and D7 are the least 

salient patterns in our experiment which are more simple and 
ordinary patterns. Based on our observes and evidences, we 
concluded that simple patterns with lower edges and lower 
intensity difference are not attractive to human attention system 
while dense and compact edges are distinctive.  

C. Motion Test 

We tested four main motion directions including horizontal, 
vertical, diagonal of 45 and 135 degrees by rendering 2D videos 
with Adobe Illustrator and Adobe After Effects. We rendered 
26 videos with time durations of 3-7 seconds each by 
incorporating both motion direction and motion speed. 
Generated videos for investigating different directions can be 
divided into four different categories: 1) movements in one 
main direction with two different sides, 2) movements in two 
main directions which contain both sides and result four 
directions in total, 3) movements in three main directions which 
result six different directions considering both sides, and 4) 
movements in all directions.  

Four main directions on both sides will give eight different 
directions. To this end, four 2D videos were rendered using 
Adobe After Effects. In this group, each main direction is 
compared in two statuses like upward and downward to 
consider which orientation of these direction are more 
significant for human subjects.  

According to our results among 23 participants (10 females 
and 13 males), horizontal movement toward the right side is 
more attractive than the left side. Also, vertical movement 
downward seems to be more salient than upward. Diagonal 

movements for 45 degrees downward is more salient compared 
to upward orientation. For 135 degrees is the opposite way i.e. 
upward orientation became more salient.  

Table IV shows the results of the tests for the second 
category of movement directions. We rendered six 2D video 
sequences to compare pairs of main movements on both sides 
including vertical and horizontal, vertical and diagonal 45 
degrees, vertical and diagonal 135 degrees, horizontal and 
diagonal 45 degrees, horizontal and diagonal 135 degrees, and 
finally diagonal 45 with diagonal 135.  

 
TABLE IV 

RANKING FOR TWO DIFFERENT DIRECTIONS  

                  Compared Directions       Salient Direction 

               Horizontal vs. Vertical                                Vertical  

               Horizontal vs. Diagonal +45             Horizontal 
               Horizontal vs. Diagonal -45              Horizontal 

               Vertical vs. Diagonal +45             Vertical 
               Vertical vs. Diagonal -45             Vertical 

               Diagonal +45 vs. -45             Almost same  

 
According to table IV, vertical movements are more 

interesting than horizontal ones, however both vertical and 
horizontal directions stand out compared to diagonal directions 
of both 45 and 135 degrees. Among different diagonal 
orientations upward 45, downward 135, upward 135, and 
downward 45 took more attention respectively.  

We rendered four 2D videos to compare three main 
movement directions with each other. The contents of these six 
videos include the following combination of directions: 
(horizontal, diagonal 45 and 135), (vertical, diagonal 45 and 
135), (horizontal, vertical, diagonal 45), and (horizontal, 
vertical, diagonal 135). Figures 5-8 illustrate the graphs of the 
ranking for those four videos in comparison with all 
participants.  

 

  
 
Fig. 5. Resulted graph to compare motion directions in horizontal, diagonal 

of +45 degrees, and -45 degrees. 
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Fig. 6. Resulted graph to compare motion directions in vertical, diagonal of 

+45 degrees, and -45 degrees. 

 

  
 
Fig. 7. Resulted graph to compare motion directions in horizontal, vertical, 

and diagonal of +45 degrees. 

 

  
 
Fig. 8. Resulted graph to compare motion directions in horizontal, vertical, 

and diagonal of -45 degrees. 
 

Finally, one video was rendered to compare all four main 
directions (i.e. 8 directions considering both sides) together. 
The graph in Figure 9 shows the results of ranking for all 
directions.  

 

 
 
Fig. 9. A graph to compare motion in all selected directions. 

Based on this graph, vertical downward is the most salient 
direction followed by horizontal toward the right side. Vertical 
upward absorbed subjects’ attention more than other directions. 
Horizontal left side and diagonal 135 downward are the least 
salient ones.  

The rest of this section assesses the saliency of movement 
direction for the rendered video which included velocity and 
acceleration. For this purpose, we rendered 12 different videos. 
These videos are divided into two main groups: 1) objects with 
the same movement directions but different speeds and/or 
accelerations and 2) objects with different directions and speeds 
simultaneously.  

According to our results, we observed that the fastest 
objects usually stand out more. However, if the speed exceeded 
a threshold and became too fast, subjects could not follow and 
track those objects because they did not have enough time to 
focus on them. Therefore, they ignore objects which move too 
quickly. On the other hand, the slowest objects are attractive to 
the HVS as well because subjects have more time to see and 
track those objects within a scene. In addition, any rare 
movements which includes abrupt acceleration absorb more 
attention than other objects.  

 

   
 

Fig. 10. Resulted graph to compare motion speed for four objects in 
horizontal, direction with different speed and acceleration. 

 

We noticed that speed and acceleration are much more 
significant compared to the motion direction. In all videos, 
participants fixated on very fast, very slow, and any rare 
motions regardless of the motion direction. Based on the eye 
tracking results, we can conclude that motion speed outweighs 
motion direction in saliency detection.  For example, Figure 10 
is the result of moving in only the horizontal direction with 
different velocities and accelerations.  

 

    
 
Fig. 11. Resulted graph to compare motion speed for four objects in 
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horizontal, direction with simply different speeds. 

 
The graph in Figure 11 resulted from the situation where 

four objects were moving in horizontal directions with different 
velocities without having acceleration.   

In the motion test, the objects which are moving vertical 
across the display become more salient. When all objects have 
the same velocity, those circles which move vertically will pass 
the width of display quickly than other objects. Therefore, they 
may be fixated on more than the other objects.  

In the scenario in which moving circles have different 
velocity/acceleration, objects become salient candidates when 
they have different motion compared to others i.e. moving 
faster or slower than other objects or having abrupt acceleration 
specially while changing their direction. Also, objects moving 
in different directions from the majority of other objects will 
absorb more attention.  

According to our results, the consistency among 
participants in motion tests is very high. We conclude that 
motion is a very important stimulus for the HVS compared to 
other stimuli such as color, brightness, texture, and depth. In the 
images with only color and/or texture attributes, the inter-
subject’s consistency is not high enough and we conclude that 
in the still images the salient area is more subjective. However, 
in video sequences involving motion, the salient areas are more 
predictable.  

V. CONCLUSION AND DISCUSSION  

In this paper, we proposed an experimental study devoid of 
cognitive bias to formulize the saliency within a scene. For this 
purpose, we investigated bottom-up attributes such as color, 
texture, motion direction, and motion speed as stimuli for the 
human visual system. We designed this experiment to 
understand the order of importance among bottom-up attributes 
in absorbing human attention while observing a scene.  

According to our results, warm colors such as red and pink, 
and bright colors such as yellow and cyan are more salient. 
Textures with dense and compact are more outstanding. In 
addition, textures with obvious high contrast within their 
pattern are likely to be salient. Vertical movements are more 
likely to be fixated on and the motions with very high or very 
low speed or any unique acceleration are more salient for 
subjects.  

We concluded that motion speed and motion direction are 
the most important factors in guiding human attention toward 
specific objects or areas in the video dataset. Color contrast is 
more important than color and texture stimuli.  

In our future work, we will consider the combination of 
these attributes to understand human vision behavior in the 
presence of different permutations of these attributes. 
Considering combination of these features will lead us to obtain 
more comprehensive and reliable results.  
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