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Abstract:Diabetes is a chronic or Deep-seated, Diabetes is a disease that occur when blood glucose is 

too high. Blood glucose is the source of Energy and it comes from food. As per world health 

organization, in 2019 Diabetes caused 1.5 million deaths.Most of these deaths occurred in low- and 

middle-income countries. As per MedicalNewsToday report more than 37 million Trusted 

Source adults are living with diabetes in the United States andthat has more than doubled in the last 

two decades.To reduce large Scale of death rate from diabetes a quick and efficient technique is to be 

deserved. Machine learning has a very crucial role in healthcare industry for prediction and analyse 

made by using machine learning requires different medical datasets. 

         The PIMA Indians diabetes dataset is used in this paper, which contain the information of 

patients affected and non-affected with diabetes.Our approach involves feature selection and data pre-

processing, followed by the training of various ML models, including Random Forest(Rf), Support 

Vector Machine(SVM),  Logistic Regression(LR), K-nearest neighbour, Decision Tree. 

         The main objective of this research project is to predict the diabetes of a patient using machine 

learning algorithm. The early detection and prevention of diabetes complications are critical for 

improving health outcomes and reducing healthcare costs. Machine learning algorithms have shown 

promising results in predicting the risk of complications in patients with diabetes. 
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1.Introduction: 

Diabetes mellitus is a metabolic disease that causes high blood sugar. Diabetes complications can lead 

to heart stroke, kidney failure, lower limb amputation etc.Retinal damage is incurable in the advanced 

stage of diabetes [15].About 75% of deaths in people with diabetes are due to coronary artery disease 

[16].The adverse microvascular and macrovascular effects of elevated plasma glucose levels behave 

in a linear or exponential manner and do not change dramatically when patients' FPG or OGTT results 

pass the threshold we have defined as “diabetes” [6]. Hypertension is a common comorbid condition 

of diabetes, affecting ~ 20-60% of patients with diabetes, depending on ethnicity, age, and obesity 

[10]. Eating white rice excessively may increase the risk of diabetes, especially in Chinese and 

Japanese people [18]. The main cause of diabetes varies by type, no matter what type of diabetes you 

have affected. Rosiglitazone reduces the incidence of diabetes and mean FPG levels but is associated 

with a small excess risk of heart failure and with weight gain [5].Diabetes is a growing public health 

concern, with over 460 million people living with the disease worldwide. Early detection and 

prevention of diabetes are crucial for reducing the risk of complications and improving patient 

outcomes. Machine learning has shown promising results in predicting the risk of diabetes, with 

algorithms able to identify. The Seventh Report of the Joint National Committee on Prevention, 
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Detection, Evaluation, and Treatment of High Blood Pressure (JNC-7) recommends that blood 

pressure in diabetic patients be controlled to levels ≤ 130/80 mmHg [11].  In the setting of poor 

glycaemic control, it has been previously shown that there is an augmented HF response to amino 

acids which can be reversed by intensive glucose control in patients with T1DM or type 2 diabetes 

(T2DM) [17].Fasting glucose is the standard measure used for the diagnosis of diabetes in the United 

States. 

Chronic diabetes conditions include type-1, type-2, and gestational diabetes. 

Type-1: Diabetes occurs when the does not produce Insulin. In type 1 diabetes, a T-cell–mediated 

autoimmune response against beta cells appears to be the main disease mechanism [1]. The 

geographic variation in the incidence of Type 1 diabetes in children is extraordinary [2]. it can start at 

any age but most of the cases it starts during childhood. It is partly inherited, with multiple genes 

including certain HLA genotypes. The oral route of insulin delivery may be more likely to modify the 

immunological environment in the islets in such a way as to stop or slow the progression of β-cell 

destruction [3]. Intensive glycaemic therapy reduces the risk of CVD in patients with type 1 diabetes 

[4]. 

Symptoms of Type -1 Diabetes are 

 Having blurry vision 

 Feeling tired and weak. 

 Urinating often. 

 Losing Weight. 

 Issue with the Kidney. 

 Foot Problem, including numbness. 

Type-2: Diabetes occurs when body does not use insulin well. Insulin plays a critical role in 

regulating glucose levels in the body.Type 2 diabetes patients (NIDDM) are not autoimmune and a 

decreased sensitivity to insulin action is the main abnormality [8]. It is the most common types of 

diabetes accounting 95% as per WHO.It can be treated with dietary therapy or oral hypoglycaemic 

agents, and infrequently requires exogenous insulin [7].Conditions such as high blood pressure or 

high cholesterol can increase the risk of complications in people with type 2 diabetes. Managing these 

conditions through medication, lifestyle changes, or a combination of both can help reduce the risk of 

complications.The diagnosis of type 2 diabetes mellitus has traditionally been made in individuals 

with hyperglycaemia with or without symptoms like polyuria and polydipsia, who are generally 

obese, older than 40 years of age, with family history of diabetes, and sometimes accompanied by 

hypertension or dyslipidaemia [9]. 

Gestational diabetes: This type of diabetes, that can develop during pregnancy due to inadequate 

insulin secretion. A blood sugar level of 190(10.6 mmol/L) or higher than that indicates gestational 

diabetes. Gestational diabetes is increasing in prevalence coincidently with the dramatic increase in 

the prevalence of overweight and obesity in women of childbearing age [12]. While pregnancy 

changes maternal metabolism, GDM can be viewed as a maladaptation by maternal systems to 

pregnancy, which may include mechanisms such as insufficient insulin secretion, dysregulated hepatic 

glucose output, mitochondrial dysfunction and lipotoxicity [13]. It is most often diagnosed in the 

second or third trimester because of the increase in insulin-antagonist hormone levels that occurs 

currently [20]. Insulin is usually the first choice of diabetes medicine for gestational diabetes and it is 

not harm to the baby [14].The management of gestational diabetes typically involves a combination of 

lifestyle changes, monitoring blood sugar levels, and, in some cases, medication.Follow a regular 

meal schedule: Eating meals at regular intervals can help regulate blood sugar levels. Women with 

gestational diabetes should aim to eat three meals a day and include snacks as needed. 

2.Related work 



Yuvraj et al. [21] proposed  a system for diabetes prediction using three different ML algorithms 

including Random Forest, Decision Tree, and the Naïve Bayes. He got highest accuracy i.e.  94% 

using Random Forest algorithm. 

Deepti Sisodia et al. [22] the author used Pima Indians Diabetes Database and got  76.30% accuracy 

using Naïve Bayes machine learning algorithm. 

Zou Q et al. [23] proposed a system based on techniques on random forest and got the highest 

accuracy 80.84% when all attributes are used. 

Sambit Mohanty et al. [24] In classification, Author had taken the random forest algorithm. For 

hybrid approach,  they chosen XGBoost algorithm. These two algorithms were implemented and 
compared in order to explore the prediction accuracy in diabetes for two different machine learning 

approaches and got the mean score 74.10% in XGBoost algorithm. 

 
Swapna G. et al. [25] The classification system proposed can help the clinicians to diagnose diabetes 

using ECG signals with a very high accuracy of 95.7% and author  use of deep learning techniques in 

diabetes detection with HRV as input data achieving an accuracy of 95.1%. 
 

Naz. et al. [26] author achieved the accuracy  by functional classifiers Artificial Neural Network 

(ANN), Naive Bayes (NB), Decision Tree (DT) and Deep Learning (DL) lies within the range of 90–

98%. Among the four of them, DL provides the best results for diabetes onset with an accuracy rate of 
98.07% on the PIMA dataset. 

S. Wei. et al. [27] author use many Machine learning algorithms like DNN, SVM etc, and got 77.86% 

accuracy using 10-fold cross-validation. 

Safdari et al. (2019) proposed a machine learning-based approach for predicting the risk of diabetic 

nephropathy (DN) in patients with diabetes. The authors used a combination of clinical and 
demographic data, along with laboratory test results, to train various machine learning models, 

including decision trees and artificial neural networks. The authors demonstrated that their approach 

achieved high accuracy in predicting the risk of DN in patients with diabetes. 

Wang et al. (2022) proposed a machine learning-based approach for predicting the risk of diabetic 

peripheral neuropathy (DPN) in patients with diabetes. The authors used a combination of clinical and 
demographic data, along with nerve conduction study results, to train various machine learning 

models, including logistic regression and support vector machines. The authors demonstrated that 

their approach achieved high accuracy in predicting the risk of DPN in patients with diabetes and 
could be used to inform personalized management strategies for patients at high risk of developing 

DPN. 

Liang et al. (2022) proposed a machine learning-based approach for predicting the risk of gestational 

diabetes mellitus (GDM) in pregnant women. The authors used a combination of demographic and 

clinical data, along with laboratory test results, to train various machine learning models, including 
decision trees and random forests. The authors found that their approach achieved high accuracy in 

predicting the risk of GDM and could be used to inform targeted screening and prevention strategies 

for pregnant women at high risk of developing GDM. 

Liu et al. (2022) proposed a machine learning-based approach for predicting the risk of diabetic 
ketoacidosis (DKA) in patients with type 1 diabetes. The authors used a combination of clinical and 

demographic data, along with continuous glucose monitoring data, to train various machine learning 

models, including neural networks and decision trees. The authors demonstrated that their approach 

achieved high accuracy in predicting the risk of DKA and could be used to inform personalized 

insulin dosing and glucose monitoring strategies for patients with type 1 diabetes. 



Vaishnavi M et al. (2021) This study reviewed various ML techniques such as support vector machine 
(SVM), artificial neural networks (ANN), k-nearest neighbor (KNN), and decision trees for diabetes 

prediction. The authors concluded that SVM and ANN are the most effective ML techniques for 

diabetes prediction. 

3.World-wide Diabetes Status Study and Report Analysis 

Diabetes is a chronic health condition that affects millions of people worldwide. According to the 

International Diabetes Federation (IDF), approximately 463 million adults (20-79 years old) were 

living with diabetes in 2019. This number is expected to rise to 700 million by 2045. 

A study published in Nature Medicine in 2021 found that a diet high in saturated fat and low in fiber 

may increase the risk of developing type 2 diabetes by altering the gut microbiome. The study used a 

mouse model to demonstrate that a high-fat, low-fiber diet caused changes in the gut microbiome that 

led to insulin resistance and other metabolic problems. 

            In the Journal of Clinical Endocrinology & Metabolism in 2021 found that high levels of a 

protein called suPAR may be a biomarker for the development of type 2 diabetes. The study used data 

from a large, long-term study of women to demonstrate that higher suPAR levels were associated with 

an increased risk of developing diabetes. 

The World Health Organization's (WHO) Global Diabetes Compact, launched in 2021, aims to reduce 

the global burden of diabetes through a range of actions, including promoting healthy diets and 

physical activity, improving access to diabetes care and medicines, and strengthening health systems 

to better prevent and manage diabetes. 

Country having diabetes rate as per MedicalNewsToday Report-: 

 China — over 1 billion 

 India — over 1 billion 

 U.S. — 338 million 

 Indonesia — 275 million 

 Pakistan — 235 million 

 



Fig.1-Countries with the highest number of diabetics worldwide in 2021 

                                                                    [based on Statista report] 

 

3.a.The Burden of Diabetes in India: A Comprehensive Report, Prevention and Management 

Strategies 

I. Study Reports 

According to the International Diabetes Federation (IDF), India has the second-highest number of 

adults living with diabetes in the world, after China. In 2019, an estimated 77 million adults in India 

had diabetes, representing a prevalence of 8.9%. 

The Indian government has taken several steps to address the growing burden of diabetes, including 

launching the National Programme for Prevention and Control of Cancer, Diabetes, Cardiovascular 

Diseases, and Stroke (NPCDCS) in 2010. The NPCDCS includes a range of interventions to prevent 

and manage diabetes, including promoting healthy lifestyles, providing screening and diagnosis 

services, and ensuring access to affordable and high-quality diabetes care. 

II. Prevention and Management Strategies 

Ayushman Bharat: Ayushman Bharat is a flagship healthcare scheme launched by the Indian 

government in 2018 to provide health coverage to thepoor and vulnerable sections of 

thesociety. Thescheme covers the cost of hospitalization for a range of diseases, including 

diabetes. 

National Programme for Health Care of the Elderly (NPHCE): The NPHCE was launched by 

the Indian government in 2010 to provide comprehensive healthcare services to the elderly 

population. The programme includes screening and management of chronic diseases, 

including diabetes, in the elderly. 

National Institute of Nutrition (NIN): The NIN is a research institute under the Indian Council 

of Medical Research (ICMR) that conducts research on nutrition and its role in the prevention 

and management of diseases, including diabetes. The institute also develops guidelines for the 

management of diabetes and conducts training programs for healthcare professionals. 

Jan Aushadhi Scheme:Under this scheme, the government provides affordable generic drugs 

for diabetes and other chronic diseases through Jan Aushadhi stores located across the 

country. 

Diabetes clinics: Diabetes clinics have been established in several hospitals and clinics across 

India to provide specialized care for patients with diabetes. These clinics are staffed by 

endocrinologists, diabetes educators, and dieticians who work together to develop 

individualized treatment plans for patients. 

Patient education and support: Patient education and support are critical for successful 

diabetes management in India. Healthcare professionals provide patients with information on 

diabetes, its management, and the importance of self-care. They may also provide support 

through group counselling sessions or individual counselling. 

 

4.Proposed System:  

 



 

Fig.2 -: A Systematic Analysis of Flow Diagrams 

 

5.Building Blocks of Algorithms: 

Step-1: Collect the Diabetes dataset, import it and required libraries also. 

Step-2: Data Pre-processing (Cleaning, normalization, missing value              identification 

and feature extraction) 

Step-3:Replace missing value with corresponding mean value. 

Step-4: Split the dataset (80% as training set and 20% as test set). 

Step-5: Classification model implementation.(Decision Tree, Random Forest, Linear 

Regression, Support Vector Machine) 

Step-6: Select best fit model according to find highest Accuracy. 

Step-7: Result and Analysis.  

 



Data collection -: it includes data collection from a specific domain. In PIMA diabetes dataset having 

8 attributes that are used to predict the diabetes. 

Data Pre-processing -: It is a crucial step that helps to enhance the quality of data to promote the 

extraction of meaningful insights from the data.Information cleaning helped in recognizing the 

information required and expelling clamor and unessential information, especially captured factors 

not considered in this venture [28]. 

 Also known as data wrangling, cleaning, and feature engineering. 

Missing value identification -: in the dataset which value will be missing replaced it with 

corresponding mean value. 

Splitting dataset -: After data pre-processing, split the dataset into training set and testing set. 

 

 

5.a.AComprehensive Exploration of Algorithms and Techniques 

 Logistic Regression -: 

                      It is a supervised Machine Learning algorithm, used to predict the probability of 

a binary event.The logistic regression model estimates the coefficients of the input variables 

using maximum likelihood estimation, which finds the values of the coefficients that 

maximize the likelihood of the observed data. The model can be preventing 

overfitting.Logistic regression can be used for imbalanced class problems, where one class is 

much more prevalent than the other. Techniques such as oversampling, under sampling, or 

adjusting the class weights can be used to address the imbalance and improve the 

performance of the model. 

 

Examples -: Fraud detection, ‘spam’ or ‘no spam’ , patient is infected with a disease or not 

etc. 

Sigmoid function is trying to convert the Independent Variable into Expression of probability 

that ranges 0 and 1, w.r.t the dependent variable. 

 

𝑦(𝑧) =
1

1+𝑒−𝑧- (Sigmoid Function) 

 

The logistic regression model can be expressed as: 

 

ℎ𝜃(𝑥) = 𝑦(𝜃𝑇𝑥) =
1

1 + 𝑒−𝜃𝑇𝑥
 

 

               Where, x is independent variable (which will be transform) 

                          e  is Euler’s constant (2.718) 

y is output 

 There are three main types of logistic regression. 

a. Binary 

b. Multinomial 

c. Ordinal 

 

 Decision Tree –: 

Training dataset (80%) Test dataset (20%) 



It is a supervised learning algorithm, approach that identifies way to split a dataset depending 

upon the conditions. Decision tree are used for both classification and Regression problem. A 

decision tree reaches its decision by performing a sequence of task.The process of building a 

decision tree involves recursively splitting the data based on the input variables, until a 

stopping criterion is met, such as reaching a maximum depth, a minimum number of samples 

in a node, or a minimum reduction in impurity.For classification trees, popular splitting 

criteria include Gini impurity, entropy, and classification error. For regression trees, popular 

splitting criteria include variance reduction, mean squared error, and mean absolute error. 

 

 
 

                                          Fig.3 -: Decision TreeType equation here. 
 

 Entropy : H(S) = -P(+)log2P(+) – P(-)log2P(-) 

 

Where, s = subset of training example 

                      P(+) / P(+) = positive & negative class in S 

 

Let us take an Example, 

 Impure set ( 2 Yes / 1 No)  

 H(s) = −
2

3
log2

2

3
-

1

3
 log2

1

3
≈ 0.92 

 Pure set (2 Yes / 0 No ) 

 H(s) = −
2

2
log2

2

2
-

0

2
 log2

0

2
= 0 

 

The equation for a decision tree is: 

 

𝑓(𝑥) = {

             𝑐𝑗                       𝑖𝑓 𝑥 ∈ 𝑅𝑗

𝑓𝑙𝑒𝑓𝑡(𝑥)             𝑖𝑓 𝑥𝑖 ≤  𝑡𝑗

𝑓right(𝑥)𝑖𝑓 𝑥𝑖 > 𝑡𝑗

 

 

 

 

Where,x is the input feature vector. 



Rj is the region of the input  corresponds to the j-th leaf node. 

cj is the predicted output value for the j-th leaf node. 

tj is the threshold value for the j-th decision node. 

             fleft(x) is the function that predicts the output value for the left  

child node of the j-th decision node. 

fright(x) is the function that predicts the output value for the rightchild node of the j-th decision 

node. 

 

 

 Support Vector Machine (SVM) -: 

 It is a set of supervised machine learning methods used for classification, regression, and 

outliers’ detection.The name "support vector" comes from the fact that SVMs find the 

hyperplane that maximizes the margin between the closest points from each class, which are 

called the support vectors. The goal of the SVM is to find best hyperplane with larger distance 

between two classes in N-Dimensional space, so that in future when new data point will 

come, we can easily put in the correct category.SVMs are less prone to overfitting than other 

machine learning algorithms, such as decision trees and neural networks.In classification 

tasks, they can handle both binary and multiclass problems. In regression tasks, they can 

handle both linear and nonlinear relationships between the input and output variables.SVMs 

use kernel functions to map the input variables to a higher-dimensional space, where the 

relationship between the input and output may be linear. The most common kernel functions 

are the linear kernel, polynomial kernel, radial basis function (RBF) kernel, and sigmoid 

kernel. The choice of kernel function depends on the problem at hand and the characteristics 

of the data. 

 

 
Fig.4 – Linear SVM 

 

Form of equation defining the decision surface separating the classes is a hyperplane of the 

form: 

 wTx + b = 0 

wherew is the weight vector 

x is input vector 

b is bias 

The distance between H0 and H1 is then:  

| W •x+b|/||W||=1/||W|| 

 The total distance between H1 and H2 is : 2/||w|| 



we can also write : 

 

wTx + b ≥ 0 for di = +1 ---------- (1) 

wTx + b < 0 for di = –1---------- (2) 

Margin of Separation (d): the separation between the hyperplane and the closest data point for 

a given weight vector w and bias b. 

In fig.4 there are no datapoints between H1 and H2: 

 

xi •W+b ≥ +1 when yi =+1---------------- (3) 

xi •W+b ≤ –1 when yi=–1----------------- (4) 

 

By combiningEquation (3) and (4), we can write:  

 

yi (xi •W) ≥ 1 

 

set of weights W (or Wi ), one for each feature, whose linear combination predicts the value of 

y. 

The equation for a linear SVM can be represented as: 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤. 𝑥 + 𝑏) 

 

Where, x is the input feature vector. 

w is the weight vector that defines the direction of the hyperplane. 

b is the bias term that shifts the hyperplane away from the origin. 

The equation for a Non-linear SVM can be represented as: 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛( ∑ 𝛼𝑖𝑦𝑖𝑘(𝑥, 𝑥𝑖) + 𝑏)

𝑁

𝑖=1

 

 

Where, x is the input feature vector. 

N is the number of training samples. 

yi is the output label of the i-th training sample. 

K(x,xi) is the kernel function that computes the similaritybetween the input feature vector and 

the i-th training sample in the feature space. 

αi is the Lagrange multiplier that determines the importance of the i-th training sample in the 

final decision boundary. 

b is the bias term that shifts the decision boundary. 

 

 

 Random Forest -: 

Random forest is an ensemble learning method, which combines multiple individual models 

(decision trees) to improve the overall predictive accuracy. Ensemble learning is a technique 

where several models are trained and combined to achieve better performance than any 

individual model.Random forest, like other machine learning algorithms, must balance the 

trade-off between bias and variance.They can handle both categorical and continuous input 

variables, and can learn complex nonlinear relationships between the input and 

output.Random forest can be used for feature selection, which is the process of selecting a 

subset of input features that are most relevant for the prediction task.Random Forests have 

high accuracy compared to other machine learning algorithms. 



 

                                                   Fig.5 – Random Forest 

                                                         Image source : Analytics Vidya 

          The Equation of Random Forest is :                       

𝑓(𝑥) =
1

𝑀
∑ 𝑓𝑚(𝑥)

𝑀

𝑚=1

 

Where,  x is the input feature vector. 

fm(x) is the prediction of the m-th decision tree. 

M is the number of decision trees in the Random Forest. 

 

 

The dataset 

      The PIMA diabetes dataset contains 768 instances as shown in fig (1), and contains 9 attributes 

that are listed below. 

Table-1 



 

 

Data Visualization 

             Plotted  histogram by considering the Dataset. 

                                            Table – 2 

 

 

 

Result -: 



      Using pipelining, we got Accuracy 79.87 for RandomForestClassifier 

Table – 3: Pipelining Results 

Algorithm Accuracy 

Logistic Regression 76.62 

K-Nearest Neighbors 76.62 

Decision Tree 73.37 

RandomForestClassifier 79.87 

Support Vector Machine 73.37 

 

 
 

                                      Fig-: Accuracy Of various Model 

Conclusion -: 

         Machine learning models are helps to predict weather a person affected in diabetes or not.We 

evaluate our approach using a dataset of patients with and without diabetes and demonstrate its 

potential for accurate diabetes risk prediction. In this study, various machine learning algorithms are 

applied and Random Forest gives highest accuracy i.e., 80%. The PIMA Indian open-source dataset 

used in this work. Diabetes prediction is important for avoiding further complication of the disease. 

Machine Learning has great contribution for diabetes risk prediction. 
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