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Abstract 
Object detection is one of the most well-known challenges in computer vision. Many researchers have been employed in numerous 
application fields, including robotics, autonomous driving, and video surveillance. This paper offers a review of real-time object 
detection techniques using deep learning approaches. It is aimed at familiarizing the readers with the relevant knowledge, literature, 
and the latest updates on the state-of-art techniques. This study review records obtained electronically through the leading scientific 
databases (IEEE, Google Scholar, Scopus, Science Direct, Elsevier, and other journal publications) searched using three sets of 
keywords: Deep learning, object detection, and convolutional neural networks. Two different categories can be found in the object 
detection framework, traditional detectors, and deep learning-based detectors. The deep learning object detectors are divided into 
the two-stage detector and the one-stage detector. One-stage detectors use dense anchor boxes to perform classification and 
regression without establishing a sparse region of interest collection, while in two-stage detectors, sparse region proposals are 
created in the first stage of two-stage detectors, after which they are regressed and categorized. Object detection has been applied 
in crop harvesting, object detector models for blind persons, detection of pedestrians on the road, traffic sign detection and 
classification, text detection, and remote sensing target detection. In our future work, we propose to develop a one-stage object 
detection model that may help in guiding blind movements. 
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1.0 Introduction 
Artificial neural networks are the foundation of deep learning techniques (ANNs) (Lecun et al., 2015). When a deep 
learning-based technique earned an overwhelming victory in a computer vision competition in 2012, it became 
popular. Deep-learning approaches have improved their accuracy in large-scale visual identification challenges since 
2010, and by 2015, they had surpassed human accuracy (Lecun et al., 2015). Traditional feature extraction approaches 
require human interaction, but deep learning learns image data directly (Ahishakiye et al., 2021). Deep convolutional 
neural nets (CNNs) have attained state-of-the-art achievements in terms of object detection accuracy and detection 
speed, thanks to the advancement of deep learning technology in machine vision applications. CNN's key benefit is 
its capacity to self-learn and extract information from an input image automatically (Junos et al., 2021). 
Computer vision is a subfield of computer science that gives computers the ability to perceive, recognize, and analyze 
things in still images and videos. Numerous computer vision applications, including face detection, face identification, 
pedestrian counting, security systems, vehicle detection, self-driving automobiles, etc., have been utilized. Object 
detection processing is connected to some computer vision concepts such as object localization, categorization, and 
recognition (Kaur & Singh, 2022). In discriminative tasks, Deep Learning models have achieved amazing progress. 
Deep network designs, sophisticated processing, and access to massive data have all aided this. Because of the 
development of convolutional neural networks (CNNs), deep neural networks have been effectively applied to 
Computer Vision applications such as image classification, object identification, and image segmentation (Shorten & 
Khoshgoftaar, 2019).  
Object detection is one of the most well-known challenges in computer vision (Krizhevsky et al., 2012). Handcrafted 
features and shallow trainable structures are at the heart of traditional object identification systems. However, their 
performance is easily stagnated by developing complicated ensembles that mix several low-level image features with 
high-level information from object detectors and scene classifiers. With the rapid advancement of deep learning, more 
powerful tools that can learn semantic, high-level, and deeper features are being offered to address the issues that 
traditional architectures have (Zhao et al., 2019). Object detection is defined as the process of determining where 
objects exist in a given image (object localization) and to which category each object belongs (object classification) 
(Zhao et al., 2019). We will use the term object recognition to refer to both image classification (a task that requires 
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an algorithm to determine which object classes are present in an image) and object detection in this study (a task 
requiring an algorithm to localize all objects present in the image) (Russakovsky et al., 2015). General-purpose object 
recognition ought to be quick, precise, and capable of identifying a variety of objects. Frameworks for detection have 
gotten faster and more precise ever since the development of neural networks. Nevertheless, the majority of detection 
techniques are still limited to a small number of objects (Redmon & Farhadi, 2017). Due to its success in applications 
such as language processing, object identification, and picture classification, deep learning has emerged as the most 
discussed technology (Srivastava et al., 2021). A review and history of deep learning and its applications in object 
detection was one in the study (Zhao et al., 2019). 
 
1.2 Research Objectives and Outline 
Motivated by the current developments and many influential studies in the field of real-time object detection models, 
this study proposes a survey of the studies that have been done on the existing object detection models and their 
applications, particularly in blind movements.  
The rest of the article is organized as follows. In section 2, Materials and methods are discussed; section 3 discusses 
the results and section 4 discusses the conclusions and recommendations. 

 
2. Main Text 
2.1 Materials and Methods 
Several review studies contend that it is very important to review articles from high-quality data sources (Xie et al., 
2019), (Hsu et al., 2012), (Hwang & Tsai, 2011). During this study, an in-depth keyword-based search was conducted 
in the leading scientific databases such as Google Scholar, Wiley, Science Direct, Springer, IEEE, Scopus, Nature, 
Elsevier, and PubMed for publications on object detection approaches. Also, pertinent postgraduate Theses were 
included in this study.  
 
2.2 Inclusion criteria 
Studies that presented object detection approaches using deep learning methods were considered during this study. 
The PRISMA flow diagram and protocol (Bakator, 2018) were used the identification of the relevant research articles. 
This approach involves four steps which include; (i) the Identification Phase, this phase involved acquiring articles 
from various sources; (ii) the screening process. During this phase, article duplicates were excluded, and also 
inadequate articles were removed. (iii) Eligibility phase. We analyzed articles to determine their eligibility for further 
review. Ineligible articles were excluded. (iv) The final phase is called the included phase. Articles that were included 
in this study were analyzed during this phase.  
 
2.3 Exclusion criteria 
Studies that involved object detection approaches other than deep learning methods have been excluded from this 
study.  
 
3.0 Discussion of Results 
3.1 Object Detection Models 
One of computer vision's most potent applications is object detection, whose primary goal is to identify and categorize 
the objects in an image (Kaur & Singh, 2022). Two different categories can be found in the object detection framework, 
traditional detectors, and deep learning-based detectors. The deep learning object detectors are divided into the two-
stage detector and the one-stage detector. One-stage detectors (Chen et al., 2019) (Lin et al., 2020) (Tian et al., 2019) 
(Zhang et al., 2018) (C. Zhu et al., 2019) use dense anchor boxes to perform classification and regression without 
establishing a sparse region of interest (RoI) collection, while in two-stage detectors (He et al., 2020) (X. Li et al., 
2019) (Lu et al., 2019) (Ren et al., 2017),  Sparse region proposals are created in the first stage of two-stage detectors, 
after which they are regressed and categorized (Lu et al., 2020). Because of their simple structures, one-stage detectors 
are more efficient, yet two-stage detectors still outperform them in terms of accuracy. Despite recent efforts to improve 
one-stage detectors by mimicking the structural architecture of two-stage detectors, the accuracy gap persists (Lu et 
al., 2020). Single-stage detectors, on the other hand, approach object detection as a straightforward regression issue 
that takes the full image as input and generates class probabilities and multiple bounding boxes at the same time. As 
a result, the model is significantly faster than the two-stage object detectors (Junos et al., 2021). The accuracy offered 
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by two-stage detectors is sufficient, but the computation time is lengthy. One-stage detectors are therefore suggested 
to process in less time while managing enough accuracy (Adarsh et al., 2020). SSD and YOLO with its versions are 
examples of one-stage model algorithms while RCNN, Fast RCNN, and Faster RCNN algorithms are examples of 
two-stage detector algorithms.  
The study (Lu et al., 2020) revealed that two-stage detectors have the following advantages over one-stage ones: 
1) One-stage detectors directly face all of the regions on the image and have a problem of class imbalance if no specific 
design is added. Two-stage detectors, on the other hand, filter away most of the negative recommendations by sampling 
a sparse group of region proposals. 2) Because two-stage detectors analyze fewer proposals than one-stage detectors, 
the head of the network (used for proposal classification and regression) can be larger. This allows for the extraction 
of richer features. 3) Two-stage detectors use the RoIAlign operation to extract the location consistent feature from 
each sampled proposal, whereas one-stage detectors can allow different region proposals to share the same feature and 
may result in severe feature misalignment due to the coarse and spatially implicit representation of the proposals. 4) 
Compared to one-stage approaches, two-stage detectors perform a double regress of the object location (once on each 
step). One-stage detector performance is substantially hampered by the misalignment between anchor boxes and 
convolutional features, which is a fundamental problem that affects all one-stage detectors (Chen et al., 2019). 
According to the study (Lin et al., 2020), the main barrier limiting one-stage object detectors from outperforming top-
performing, two-stage algorithms is class imbalance. The study proposed the focal loss as a solution, which modifies 
the cross-entropy loss and focuses learning on challenging negative examples. The study showed how effective it was 
by creating a fully convolutional one-stage detector and detailing comprehensive experimental analysis demonstrating 
that it achieves cutting-edge accuracy and speed. Figure 1 shows object detection techniques.  

 
Figure 1: Object Detection Techniques. Adapted from (Kaur & Singh, 2022). 

 
3.2 Review of Object Detection Models 
3.2.1 One shot detection models  
a) YOLO (You Only Look Once) and its variants  
YOLO (Redmon et al., 2016) is a single object detection model. The model is simple to build and can be trained on 
entire images directly. YOLO is trained on a loss function that directly corresponds to detection performance, unlike 
classifier-based techniques, and the entire model is learned together. YOLO is the world's fastest general-purpose 
object detector, and it pushes the boundaries of real-time object detection. YOLO is also adaptable to new domains, 
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making it excellent for applications that require quick and reliable object detection. When connected to a webcam, 
YOLO works as a tracking system, recognizing things as they move about and alter their appearance. However, 
because each grid cell can only predict two boxes and only one class, YOLO places strict spatial limits on bounding 
box predictions. The number of nearby objects that our model can predict is limited by this spatial constraint. Small 
items that emerge in groups, such as flocks of birds, are difficult for the model to handle. Also, the model struggles to 
generalize to objects with new or unusual aspect ratios or configurations since it learns to estimate bounding boxes 
from data. Because our design contains many downsampling layers from the input image, the model also uses rather 
coarse characteristics for predicting bounding boxes. Finally, while the model was trained on a loss function that 
approximates detection performance, our loss function considers errors in small and big bounding boxes the same. A 
minor error in a large box is usually unnoticed, while a minor fault in a tiny box has a far greater impact on intersection 
over union (IOU). 
YOLOv1 (Redmon et al., 2016) divides the image into S×S grid cells with equal dimensions. If the centroid of the 
item falls inside a grid cell, that grid cell is responsible for object detection. With a confidence score, each cell may 
predict a fixed B number of bounding boxes. Five values of x, y, w, h, and confidence score make up each bounding 
box. A modified YOLOv1-based neural network is proposed for object detection in the study (Ahmad et al., 2020). 
The study proposed Yolo-LITE (R. Huang et al., 2019), a real-time object detection model designed to operate on 
mobile devices without a GPU, like a laptop or a smartphone (GPU). YOLOLITE, which was developed to provide a 
smaller, quicker, and more effective model based on the original object detection algorithm YOLOV2, increases the 
accessibility of real-time object identification to a variety of devices. YOLOv2 (YOLO9000) (Redmon & Farhadi, 
2017), is a cutting-edge, real-time object detection system that can recognize more than 9000 different object 
categories. In YOLOV2, Convolution layers and batch normalization were combined to increase accuracy and lessen 
the overfitting issue. It allows for a seamless trade-off between speed and accuracy and can run at a variety of image 
sizes. The study (R. Li & Yang, 2018) proposed an enhanced YOLOv2 object detection model as a solution to the 
issues with the YOLOv2 object detection model's excessive number of model parameters and poor performance on 
small-size objects. First, it enhances the YOLOv2 by substituting the standard convolution used in the YOLOv2 with 
depth-wise separable convolution. The convolution layer's parameter count is down by 78.83 %. In YOLOv3 (Redmon 
& Farhadi, 2018), the feature extraction engine of Darknet19, which had trouble recognizing small objects, was 
upgraded to Darknet 53 to solve the issue. In that study, residual block, skip connections, and up-sampling were 
introduced, greatly enhancing the algorithm's accuracy. in YOLOv4 (Bochkovskiy et al., 2020), the feature extractors' 
core was modified to CSPDarknet53 once more, which greatly boosted the algorithm's efficiency and precision. 
YOLOv5 (X. Zhu et al., 2021) is the most recent and most efficient YOLO algorithm, it employs PyTorch rather than 
Darknet as its framework. Another variant of YOLO v3 is referred to as YOLO v3-Tiny (Redmon & Farhadi, 2018) 
since the convolutional layer's depth was reduced. Consequently, while the detection accuracy is decreased, the 
running speed is substantially faster (around 442% faster than the previous YOLO variations) (Adarsh et al., 2020). 
YOLO-P (Junos et al., 2021), is an improved YOLOv3 small network, including a lightweight backbone built on a 
densely linked neural network, a multi-scale detection architecture, and an optimized anchor box size. According to 
the experimental findings, the proposed YOLO-P model had a satisfactory mean average precision and F1 score of 
98.68 % and 0.97 respectively. The study suggested PP-YOLOv2 (X. Huang et al., 2021), which outperforms other 
well-known detectors like YOLOv4 and YOLOv5 in terms of speed and accuracy. 
 
b) SSD 
SSD (Liu et al., 2016) is a detector with a single shot. It achieves a superb balance between results accuracy and speed. 
The model applies a CNN-based model to the input image just once to compute the feature map. Additionally, it learns 
the offset rather than identifying the box and uses anchor boxes that are similar to faster RCNNs at different aspect 
ratios. CNN has many layers, each of which performs processing on a different range of scales and makes use of 
various feature maps. Consequently, it can detect targets of different sizes. In experiments, SSD outperforms other 
single-stage approaches in terms of accuracy across a variety of datasets, even when input images are of a small size. 
 
c) Comparison Between YOLO and SSD 
SSD does not divide the image into random-sized grids as YOLO does. It forecasts the offset of predefined anchor 
boxes for each point on the feature map (default boxes). Each box has a fixed size, proportion, and location to the 
appropriate cell. All of the anchor boxes convolutionally cover the full feature map. The anchors of SSD and YOLO 
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differ slightly from one another. Because YOLO bases all of its predictions on a single grid and uses anchors that can 
range in size from a single grid cell to the full image. The SSD's anchors focus on different practical viewpoints and 
dimensional ratios of its target shapes, but not enough on target size. The anchors of YOLO are computed using k-
means clustering on the training data, as opposed to the anchors of SSD, which are calculated using a straightforward 
algorithm. SSD does not utilize the confidence score, but YOLO determines it to demonstrate confidence in the 
expected outcomes. SSD does this function by utilizing a distinct background class. A low confidence score in YOLO 
corresponds to the SSD background class result that is expected. Both show that there is no chance the detector will 
ever find a target. 
 
d) FCOS 
FCOS (Tian et al., 2019) is a fully convolutional one-stage object detector that addresses object detection in a per-
pixel prediction manner, similar to how semantic segmentation resolves object detection. Modern object detectors like 
RetinaNet, SSD, YOLOv3, and Faster R-CNN almost all depend on pre-defined anchor boxes. FCOS, in contrast, is 
a proposal and anchor box free. FCOS fully avoids the intricate calculations associated with anchor boxes, such as 
calculating overlaps during training, by doing away with the specified set of anchor boxes. 
 
e) FSAF: Feature Selective Anchor-Free 
The FSAF (C. Zhu et al., 2019) module runs more quickly and performs better than its counterparts that use anchors. 
The FSAF module can consistently outperform the strong baselines across a variety of backbone networks while 
adding the least amount of computation overhead when working in tandem with anchor-based branches. FSAF 
surpasses current state-of-the-art single-shot detectors and greatly improves strong baselines with minimal inference 
overhead. 
 
f) RefineDet 
RefineDet (Zhang et al., 2018) maintains efficiency close to one-stage methods while outperforming two-stage 
methods in terms of accuracy. The anchor refinement module and the object detection module are the two 
interconnected components that makeup RefineDet. The former specifically seeks to (1) filter out negative anchors to 
condense the search space for the classifier and (2) coarsely alter the sizes and placements of anchors to improve 
initialization for the next regressor. To further enhance performance, RefineDet needs an attention mechanism. 
 
3.2.2 Two-shot detection models  
a) Region-Based Convolutional Neural Networks (R-CNN) 
R-CNN (Girshick et al., 2014) is an abbreviation for region-based convolutional neural networks. The model combines 
region proposals for object segmentation with powerful CNNs to detect objects. There were numerous problems with 
this method. The training of the CNN takes a long time because it needs to classify 2000 region proposals. Because it 
would take about 47 seconds to execute each test image, real-time implementation is unfeasible. Fast R-CNN 
(Girshick, 2015) is an object detection algorithm that addresses some of the issues with R-CNN. It takes a similar 
approach to its predecessor, but rather than using region proposals, CNN uses the picture to create a convolutional 
feature map, which is then used to select and warp region proposals from. The distorted squares are reshaped using an 
RoI (Region of Interest) pooling layer to a predetermined size so that a fully linked layer can accept them. The RoI 
vector is then used to forecast the region class with the aid of a SoftMax layer. Because it is not necessary to feed the 
CNN 2,000 suggestions each execution, Fast R-CNN is faster than its predecessor. Only one convolution operation is 
performed to produce a feature map per image. 
The disadvantage of RCNN is that it uses three different models to detect targets, which increases prediction time 
because it processes several areas through CNN. The process employed for Fast-RCNN is long and time-consuming. 
As a result, computation times are still lengthy. The object region proposal is time-consuming for faster RCNN. 
Systems of several kinds are running sequentially. As a result, the success of the preceding operations is a prerequisite 
for the successful completion of the complete procedure (Adarsh et al., 2020). 
 
b) Grid R-CNN 
Grid R-CNN (Lu et al., 2019) is an innovative framework for object detection that uses a grid-guided localization 
method to recognize objects accurately. The Grid R-CNN captures spatial information explicitly and benefits from the 
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position-sensitive feature of a fully convolutional architecture, in contrast to typical regression-based approaches. By 
using a grid-guided technique for high-quality localization, Grid R-CNN substitutes the conventional box offset 
regression strategy in object detection. Extensive trials demonstrate that Grid R-CNN achieves state-of-the-art 
performance, notably on demanding evaluation metrics like AP at IoU=0.8 and IoU=0.9. Grid R-CNN also brings 
substantial and constant progress. 
 
c) Mask R-CNN 
Faster R-CNN is extended by Mask R-CNN (He et al., 2020) by adding a branch for object mask prediction in addition 
to the existing branch for bounding box recognition. Mask R-CNN runs at 5 frames per second, adds only a little 
overhead to Faster R-CNN, and is easily trainable. Mask R-CNN is also simple to generalize to other problems, 
enabling us, for example, to estimate human poses within the same framework. 
 
 
3.3 Applications of Real-time Object Detection Models 
The study (Junos et al., 2021) is an optimized YOLO-based object detection model for crop harvesting. The proposed 
model was also evaluated for accuracy in identifying fresh fruit bunches of different maturities, and it scored 98.91 
%. The extensive experimental findings demonstrate the effectiveness of the proposed YOLO-P model in performing 
reliable and precise detection at the palm oil farm. The study (Kumar et al., 2019) proposed a deep learning neural 
network-based object detector model for blind persons to use to detect objects. This approach can be employed to 
identify items in webcam feeds, films, and even still images. The model's accuracy is greater than 75%. This model 
requires approximately 5 to 6 hours of training time. The single-shot multi-box detector (SSD) technique was utilized 
in the model to obtain high accuracy and IOU in real-time for object recognition for a blind person. According to the 
study (Kaur & Singh, 2022), object detection is crucial for seeing pedestrians on the road. Many researchers have been 
employed in numerous application fields, including robotics, autonomous driving, and video surveillance. The study 
further revealed that one of the earliest uses of computer vision is face detection and identification, which has received 
extensive research. Also, object detection is used in traffic sign detection and classification, text detection, and remote 
sensing target detection (Kaur & Singh, 2022). To identify items in the images, the study (Kumar et al., 2020) develops 
an object detection method employing deep learning neural networks. The study employs a multilayer convolutional 
network with an enhanced SSD method to detect items with excellent accuracy and speed. The study (Kumar et al., 
2019) proposed a real-time object detection method for blind persons to use on any device running this model. The 
proposed model was developed using a convolutional neural network and a single-shot multi-box detection technique. 
The study (X. Zhu et al., 2021) proposed TPH-YOLOv5, which is particularly effective in object detection in drone-
captured circumstances. The study (Potdar et al., 2018) proposed a neural network model for the visually impaired. 
People who are blind or visually impaired largely rely on their other senses, such as touch and auditory signals, to 
understand their surroundings. 
 

4. Discussions and Conclusion 
Computer vision is a subfield of computer science that gives computers the ability to perceive, recognize, and analyze 
objects in still images and videos. Numerous computer vision applications, including face detection, face 
identification, pedestrian counting, security systems, vehicle detection, self-driving automobiles, etc., have been 
utilized. Two different categories can be found in the object detection framework, traditional detectors, and deep 
learning-based detectors. The deep learning object detectors are divided into the two-stage detector and the one-stage 
detector. SSD and YOLO with their versions are examples of one-stage model algorithms while RCNN, Fast RCNN, 
and Faster RCNN algorithms are examples of two-stage detector algorithms. Object detection has been applied in crop 
harvesting, object detector models for blind persons, detection of pedestrians on the road, traffic sign detection and 
classification, text detection, and remote sensing target detection. In our future work, we propose to develop a one-
stage object detection model that may help in guiding blind movements. 
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