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Abstract. Network security professionals face significant challenges in their daily work, from time-consuming repetitive tasks 

to the difficulty of keeping track of different tools and Information. These challenges can lead miss security threats and 

vulnerabilities. Inefficient processes can hamper effective network security testing. Addressing this problem requires a tool that 

can streamline the work of network security professionals. This paper presents an automated security testing service that uses 

Nuclei to scan web applications and generate detailed security reports. Through the utilization of Docker containerization, the 

system can execute dynamic security scans that accurately identify potential security threats without generating any false 

positives, helping end-users from the burden of manual security testing. Additionally, the system provides a user-friendly 

interface that allows users to select or create workflows and suggests different modules for creating their own workflow. The 

automated security testing service is designed to help network security professionals improve the security of their web 

applications by simplifying and automating the security testing process, saving time and reducing the risk of missed security 

threats and vulnerabilities. 

INTRODUCTION 

In today’s growing and connected world, organizations face a constant threat from cyber-attack. Increasing technology 

and the internet make the living style of people simple but on the other hand, it led to an increase in cyber-attacks, and 

increasing the internet makes the system more vulnerable to cyber-attack [1]. To overcome this organizations should 

focus on the security of their system. However, maintaining network security can be a complex and time taking task and 

require a significant amount of effort and resources. In this context, there is an urgent need for effective and user-friendly 

network penetration tools that can help an organization identify and mitigate vulnerabilities [2]. 

 

The network penetration tool described in this research paper has been designed to identify vulnerabilities by 

incorporating advanced features that make it easy to use and time efficient. This tool has multitasking capabilities, task 

scheduling capabilities, user-friendly interface, and report generation features making it an ideal solution for 

organizations of all sizes. Furthermore, the tool incorporates artificial intelligence to provide critical alerts and generate 

an assistant, allowing users to respond to security incidents in real time. With the ability of all these the tool offers a 

comprehensive solution for network security, providing organizations with the tools they need to secure their systems 

and protect their data. 

BACKGROUND  

A. Penetration testing 

Penetration testing is the practice of examining a computer system, network, or web application to uncover any security 

vulnerabilities that may exist and could be exploited by an attacker. This process is essential for ensuring the security of 

organizations' digital assets and mitigating potential cyber threats.This process is essential for ensuring the security of 

organizations' digital assets and mitigating potential cyber threats. The primary aim of conducting penetration testing is 

to detect and address security weaknesses before they can be taken advantage of by malicious hackers. This proactive 
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approach to cybersecurity helps organizations to enhance their overall security posture and prevent cyber attacks and 

data breaches. Penetration testing can be conducted using various techniques and methodologies. [3] [4]. 

Automation can be used in various stages of the penetration testing process, including planning, reconnaissance, 

vulnerability scanning, exploitation, and post-exploitation. Automation can help improve the efficiency and 

effectiveness of penetration testing by automating repetitive tasks, providing consistent results, and reducing the risk of 

human error [5] [6]. 

B. Process of Automate Pen-Testing 

Plan and define the scope: Defining the test's scope and identifying the apps or systems to be evaluated is the first stage 

in automating a penetration test. Establishing the goals, the ground rules, and the test limitations entails collaboration 

with the client [5] [6] [7]. 

Choose the automation tools: Choosing the appropriate tools for the various pen-test phases is the next step. They 

might include attack frameworks, vulnerability scanners, and tools for password cracking, among other things. Choosing 

the best tool for the job is essential when testing systems and applications [5] [6] [7]. 

Develop automation scripts: The creation of automation scripts to execute the chosen tools is the next stage. The 

execution of the tools and the gathering of the results will be automated by these scripts. Automation features included 

into some pen-testing frameworks, like Axiom, Metasploit, can be used to speed up the testing procedure [5] [6] [7]. 

Run the automation scripts: The various phases of the pen-test may be carried out using the automation scripts after 

they have been created. This might entail doing vulnerability scans, exploitation, and trying to access systems or 

applications. 

Analyze the results: The outputs of the automation scripts need to be examined in order to find vulnerabilities and 

potential attack routes. This might entail undertaking further manual testing to confirm the outcomes as well as carefully 

evaluating the output of the tools and scripts [6] [7]. 

Generate a report: The pen-test results, including the vulnerabilities found, the possible effect of these vulnerabilities, 

and remedial suggestions, should all be summarized in a thorough report. This report should be easy to read, brief, and 

appropriate for the intended audience (e.g., technical vs. non-technical). These reports may be produced using the built-

in reporting features of several pen-testing frameworks, such Metasploit [5] [6] [7]. 

C. Motivation and Problem Statement 

Penetration tester, network security Professionals encounter several difficulties in their everyday job, including the need 

for a more effective and user-friendly solution, the requirement for manual testing for routine activities, and the problem 

of keeping track of various tools and information. These difficulties cause lengthy, ineffective processes that might miss 

security risks and vulnerabilities. A tool that simplifies network security experts' tasks is required in order to address 

these problems in a more effective and user-friendly manner [5]. 

ALGORITHM 

 

1. User Input: The system will take task as input from the user. It can be a single task or multiple tasks. 

2. Task Distribution: Once the task is received, the system will distribute the tasks to different worker computers 

based on the type of task. 

3. Task Scheduling: There will be a task scheduling system that will schedule the tasks to be performed by the 

worker computers after a specific time period. 

4. Task Output: The output of each task performed by the worker computers will be saved in a database using 

Apache Kafka. 

5. Monitor System: There will be a monitor computer that will keep track of all the tasks and their progress. 

6. Report Generation: Once the task is completed, the monitor computer will generate a report for each task using 

AI. 

7. Critical Findings: If any critical findings are found during the task, the monitor computer will trigger a SMTP 

mail to the end user. 

 



 
Fig. 1. Data flow diagram 

 

SYSTEM OVERVIEW 

 

In a microservice architecture, the system is broken down into multiple small, independently deployable services that 

work together to provide the overall functionality of the system [8].In the given Fig 2, the end user interacts with the 

website that is hosted on the web server. The web server validates user authentication related middleware and sends the 

request data to the master node through an API. The master node is responsible for decision-making and task management. 

It receives the request and decides on the appropriate task or group of tasks to be performed. The workload is then 

distributed to multiple worker nodes (hosted on Kubernetes) to perform the assigned task [9].The worker nodes 

communicate with the master node to get the necessary data from the database to complete the task. All the logs and data 

generated by the worker nodes are stored in the database. To handle the continuous generation of data, the system uses 

Apache Kafka, which is a distributed streaming platform that can handle large amounts of data [10] [11].Additionally, 

there is a monitor server that acts as a producer and has multiple subscriptions to produce different logs and outputs for 

the end-user, depending on their subscription. The monitor server is responsible for generating scan reports, triggering 

critical alerts, scheduling tasks, and other events. It is connected to the master node to perform these operations [6] 

[7].Overall, this microservice architecture allows for scalability, reliability, and flexibility in handling large amounts of 

data and user requests. Each service can be independently deployed, updated, and scaled to meet the system's changing 

demands [8]. 

 

Fig. 2. System Overview Diagram 



 

 

A. Nuclei 

      Nuclei is a powerful tool for security scanning and testing. Nuclei is used to scan across targets based on a template, 

its provide zero false positives result and fast scanning on a large number of hosts. Nuclei offers scanning for a variety of 

protocols, including TCP, DNS, HTTP, SSL, File, Whois, Websocket, Headless etc. The powerful templating system also 

makes it easy to customize Nuclei to suit specific testing needs, allowing users to model a wide range of security checks 

[12]. 

 

Fig. 3. Regression Cycle Nuclei 

B. Axiom 

     Axiom is a framework that allows efficiently work with multiple cloud environments and build repeatable 

infrastructure for offensive and defensive security purposes. It achieves this by pre-installing the desired tools onto a base 

image, which can then be used to deploy new instances quickly. Axiom enables us to distribute scans of many different 

tools simultaneously by using that we can perform scans of a large set of targets across instances within minutes, and 

obtain results extremely quickly. 

Overall, Axiom provides a powerful and flexible platform for security professionals to build, deploy, and manage their 

infrastructure across multiple cloud environments, with a particular emphasis on offensive and defensive security. [13].         

 

 

 

USED METHODOLOGIES 

A. Docker Containerization 

     Docker containerization is a method of packaging and deploying software applications into lightweight, portable 

containers. It provide a consistent runtime environment for applications, regardless of the underlying operating system or 

infrastructure. We have created an images, which is essentially snapshots of a file system and a set of instructions for how 

to run the application. The Docker engine uses these images to create containers, which are then run on our kubernetes 

hosts worker pod. Containerization provides several benefits, including improved portability, scalability, and resource 

utilization. With Docker, we can build applications that can run anywhere, without worrying about dependencies or 

compatibility issues. Additionally, containers can be easily scaled up or down depending on demand. Docker container 

are isolated from one another, so it  can make more efficient use of system resources [14]. 

B. Configuring Tools 

     In order to perform effective security testing, it is essential to configure security tools properly. This is particularly 

true for dynamic security attacking tools, as improperly configured tools may not be able to detect vulnerabilities with 

the necessary level of accuracy and precision. To address this issue, Docker images are preconfigured with all the 

necessary configurations, shell scripts, and other scripts that are required to pass relevant parameters to configure these 



tools correctly. By preconfiguring Docker images in this way, users can be confident that the security testing tools they 

use are properly configured, and that they are obtaining accurate and reliable results. 

 

Fig. 4. Docker File for Nuclei 

A. Configuring Nuclei Tool 

     We will build a Docker file containing instructions to build and release a Docker image that includes the Nuclei tool 

for vulnerability scanning’s.The first part of the Docker file, marked as "build", uses the Golang 1.20.1-alpine image as 

the base image and sets it up as a build environment. The Alpine package manager is used to add the build-base package, 

which is a collection of tools and libraries needed for building packages in Alpine Linux. The working directory is set to 

/app, and the contents of the current directory are copied to the /app directory in the image. The working directory is then 

changed to /app/v2, and the go mod download command is run to download the dependencies specified in the go.mod 

file. Finally, the go build command is run to build the nuclei binary in the /app/v2/cmd/nuclei directories.The second part 

of the Docker file, marked as "release", uses the Alpine 3.17.2 image as the base image and installs the bind-tools, 

chromium, and ca-certificates packages. The bind-tools package provides DNS utilities, chromium provides a headless 

browser for scanning web applications, and ca-certificates provides SSL certificates. The nuclei binary that was built in 

the previous stage is then copied from the build environment to the /usr/local/bin directory in the release environment.The 

ENTRYPOINT command specifies that the default command to run when the container starts is the nuclei tool. 

 
Fig. 5. Main Job Distribution Program 



C. Configuring Kubernetes & Job Distribution 

     The program [fig 4] first imports the required dependencies, including the Express.js framework for building web 

applications and the Kubernetes Node.js client library. It also loads the Kubernetes configuration from the default 

configuration file. 

Then, it defines a POST endpoint at /scan to handle incoming HTTP requests. The endpoint expects two query parameters: 

domains and templates, which are used to specify the domains to scan and the templates to use for the scans, respectively. 

For each domain and template combination, the program creates a Kubernetes Job using the BatchV1Api and the provided 

configuration. The jobid of each created job is returned to the client as a JSON response [15]. 

D. Outputs 

Job id to Pod id  

End points : /api/v1/namespaces/default/pods?labelSelector=job-name=xxx-xxx-xxx 

Method : GET Content Type: Application Json 

 
Fig. 6. Reaponse Containing Pod Id 

API endpoint for a GET request that retrieves information about Kubernetes pods running in the default namespace with 

a specific label selector. The endpoint URL is "/api/v1/namespaces/default/pods", and the label selector is "job-name=xxx-

xxx-xxx". 

The request is expected to have a content type of "Application/Json", which means that the response will be in JSON 

format. The response will contain information about the pods that match the label selector, such as their name, status, and 

metadata. 

Pod id to Pod log 

End points : /apis/batch/v1/namespaces/default/jobs/podid-xxx-xxx-xxx /log 

Method : GET 

Content Type: Application Json 

 

Fig. 5. Report Generated by Nuclei 

     This API endpoint is part of the Kubernetes Batch API, which is used for running batch jobs on the cluster. The "/log" 

endpoint is specifically used to retrieve the log data for the pod associated with a particular batch job [Fig 5]. Previously 

we have created a Service account named api-access and give it a role in different pods and pods logs to watch get and 

list. If we generate access tokens from that service account, by using this we can retrieve data from any of our pods. 



E. Machine Learning Process 

From the output generated by nuclei It first removes well-known false positives and then passes the remaining security 

issues through a K-Nearest Neighbors algorithm to classify them as false positives or not. The dataset that was utilized 

for training the machine learning model underwent a thorough manual verification process to ensure that false positives 

were eliminated. The system is not 100% accurate but produces correct reports more than 80% of the time. End users can 

also mark security issues as false positives or exclude them from reports to eliminate recurring overhead [16].  

 

Fig. 7. Supervise Learning Model. 

F. Front End Web Application 

     The network scanning and discovery application that we are developing. Our application will provide multiple pre-

defined workflows for users to choose from when scanning their network. When a user adds a domain to our front-end, 

the application will automatically scan using our basic discovery tool or create a map of the network. The AI-powered 

GPT-3 model will then suggest appropriate workflows based on the initial scan results. 

In addition, users can select templates from our user interface dropdown menu to create their own custom workflows for 

the scan. The AI will assist users by suggesting appropriate templates based on the initial scan results, which may include 

technology discovery and services inside the domain server. There will also be an option for users to add their own Nuclei 

template. If a user creates a nuclei template, they can upload it, and our system will check the template code for 

correctness. Once verified, the template will be added to the workflow creation template menu for use in future scans. 

Our system will also have the ability to update Nuclei templates automatically. Overall, our application will provide users 

with a comprehensive set of tools for scanning their network and discovering information about their systems and services. 

It will be user-friendly and flexible, with the AI providing assistance where needed. 

 
Fig. 8. User Interaction with System 



FUTURE PLAN 

 
     A. We will create a web browser base plugin. The plugin will collect data from various hidden pages and routes. Then 

it will send the data to our main scanning server. Our server will then scan the code for potential security vulnerabilities. 

It might include bad coding practices and hidden routes that could be exploited. The plugin and our proposed tool will 

work together to ensure our users have the most secure web page possible. 

CONCLUSION 

     This research paper we presents a system that we have developed to address the challenges faced by network security 

professionals and pentesters. We have detailed the various technologies and methodologies that were used for the 

implementation of our system using Nuclei, Docker, and Kubernetes etc. Our system offers a user-friendly front-end 

interface in which users just need to provide the domain they wish to scan for security vulnerabilities. The system then 

runs the scans in the background, and it will provide comprehensive security scan reports with very less false positives. 

The users can track the progress of the scan and receive notifications when the scan is complete. The system is also 

capable of sending critical mail about findings to the users. It is also possible to chose a custom workflow or create a 

new workflow for the scan. In summary, our application provides users with a comprehensive set of tools for scanning 

their network for security vulnerabilities. It is user-friendly and flexible and provide AI assistance where needed. 

Furthermore, we have examined possible directions for future development aimed at advancing our system's capabilities. 

Overall, our system helps network security professionals and pen testers to save time and obtain more accurate results. 
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