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Abstract. This paper investigates the dynamics of a chemostat model
incorporating two populations of one bacterial species: susceptible and
virus-infected. Through the two operating parameters of the model, rep-
resented by the input concentration of the nutrient and the dilution rate
of the chemostat, we analyze the existence and stability conditions of
all possible equilibria, and then describe the operating diagram of the
model, which is the bifurcation diagram giving its behavior with respect
to those operating parameters, that visually depicts the various regions
of stability of those equilibria. This diagram gives a better understand-
ing of the complex interplay between bacterial populations growth, viral
infection and environmental factors, in a controlled environment.
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1 Introduction

The chemostat, which is a simple laboratory apparatus used for the continu-
ous culture of microorganisms, was introduced by Novick and Szilard [1], and
Monod [2]. For details on mathematical analysis of models of growth and compe-
tition in the chemostat, the reader is referred to [3–5]. In this work, we consider
the following SIS model in the chemostat with general growth functions studied
in [6] 

S′ = (S0 − S)D − 1
ηs
fs(S)xs − 1

ηi
fi(S)xi,

x′
s = (fs(S)−Ds)xs − δxsxi + γxi,
x′
i = (fi(S)−Di)xi + δxsxi − γxi.

(1)

This model involves the competition for a single non-reproducing growth-limiting
nutrient in a well-stirred chemostat in the presence of a virus. The concentration



of the nutrient at time t is denoted by S(t). The bacteria species x is susceptible
to attack by the virus, so it is divided into two subpopulations, susceptibles
with concentration at time t denoted by xs(t) and infectives with concentration
denoted by xi(t). The functions fs and fi represent the specific growth rates
of the susceptible and infected bacteria, respectively. Since the virus requires a
host to replicate, it is not included in the model explicitly. The disease dynamics
are therefore modeled in the form of an SIS epidemic model. In system (1),
S0 denotes the input concentration of the nutrient, D > 0 is the dilution rate
of the chemostat, and Ds and Di are the removal rates of the bacteria, i.e.
Ds = D + ϵs and Di = D + ϵi, denote the sum of the dilution D rate and
the species-specific death rate. The parameters ηs and ηi are the growth yield
coefficients, representing the conversion of nutrients to biomass. The rate of
infection of susceptible bacteria in close proximity to infected bacteria is denoted
by δ, and γ denotes the rate of elimination of virus. The parameters αs and αi

denote the growth coefficients of susceptible and infected bacteria, respectively.
For the complete mathematical analysis of model (1), see reference [6].
Our objective in this work aligns with the methodology employed in [6],

where we conducted a thorough examination of the long-term behavior of the
system. The focus of our investigation centers on the critical operating parame-
ters, specifically the input concentration of the nutrient S0 and the dilution rate
of the chemostat D. Our main goal is to construct a detailed operating diagram,
which is a bifurcation diagram with respect to these critical operating parame-
ters, that shows how the system behaves over a long time. As in [6], where the
bifurcation diagram was used to illustrate the system’s behavior as parameters
vary, our study aims to provide a comprehensive portrayal of the chemostat’s
response to changes in S0 and D.

The operating diagram is constructed in the book on the mathematical theory
of the chemostat [4]. It is often constructed both in the biological literature
[7–9] and in the mathematical modelling literature, as in the study of anaerobic
digestion [10–14], microbial food-webs [15–18], inhibition and allelopathy [19–23],
chemostats in series [24–26] and density dependent models [27–30].

The organization of this paper is as follows. In Section 2, we first present the
assumptions made on the growth functions and the removal rates of model (1),
and then the conditions for the existence and stability of its equilibria. In Sec-
tion 3, we present operating diagrams. A conclusion is given in Section 4. Some
auxiliary tables are reported in Appendix B, the parameter values used in simula-
tions are provided in Appendix A and technical proofs are given in Appendix C.

2 Assumptions, notations and equilibria of the model

We use the following hypotheses on the growth functions and the removal rates
of model (1)

(H1) fs(0) = fi(0) = 0 and, for all S > 0, f ′
s(S) > 0 and f ′

i(S) > 0.
(H2) For all S ≥ 0, fs(S) ≥ fi(S).
(H3) Di ≥ Ds.



It is easy to verify that the positive cone is positively invariant and all solu-
tions of (1) are positively bounded. We define the break-even concentrations λs

and λi

λs = f−1
s (Ds), λi = f−1

i (Di). (2)

When equation fs(S) = Ds or fi(S) = Di has no solution, we put λs = ∞ or
λi = ∞. We have λs ≤ λi, see [6, Lemma 1].

In the sequel we will use the following notations a3, where a1, a2 and a3 are
given by

Xs(S) =
γ+Di−fi(S)

δ , Xi(S) =
fs(S)−Ds

Di−fi(S)Xs(S),

F (S) = 1
ηs
fs(S)Xs(S) +

1
ηi
fi(S)Xi(S).

(3)

In the case λs < λi, we denote by I := (λs, λi). The functions Xs, Xi and F
are non negative on I, see [6, Remark 1].

2.1 Existence of equilibria

As shown in [6, Proposition 2], the existence of equilibria of system (1) are stated
in Tables 5 and 6 in Appendix B, where

- The washout equilibrium is E0 = (S0, 0, 0).
- The disease free equilibrium (DFE) is E1 = (S̄, x̄s, 0), where

S̄ = λs, x̄s =
Dηs

Ds
(S0 − λs), (4)

with λs defined by (2).
- The coexistence equilibrium is E2 = (S∗, x∗

s, x
∗
i ), where

• in case λs < λi, S∗ is a solution of equation

S0 = G(S), with G(S) := S + 1
DF (S), (5)

where the function F is defined by (3), and x∗
s, x∗

i are given by

x∗
s = Xs(S

∗), x∗
i = Xi(S

∗), (6)

where the functions Xs and Xi are defined by (3).
• in case λs = λi, we have S∗ = λs and

x∗
s = γ

δ , x∗
i = ηi

Di

(
D

(
S0 − λs

)
− Dsγ

ηsδ

)
. (7)

In the case λs < λi, we note that the number of positive equilibria depends
on the number of solutions of the equation (5) belonging to I, which is related
to the monotonicity or not of the function G. Therefore, equation

G′(S) = 0 (or, equivalently, F ′(S) = −D) (8)

plays a major role in the discussion of the uniqueness or multiplicity of the
positive equilibria, see Section 3.4.



2.2 Stability of equilibria

As shown in [6, Propositions 10 and 11], the local stability of equilibria E0, E1

and E2 are given in Tables 5 and 6, where
• in case λs < λi, c4 = a1a2 − a3, where a1, a2 and a3 are given by

a1 = B + γ
x∗
i

x∗
s
,

a2 = 1
ηs
fs(S

∗)x∗
sf

′
s(S

∗) + 1
ηi
fi(S

∗)x∗
i f

′
i(S

∗) + δx∗
iC +B

γx∗
i

x∗
s
,

a3=
1
ηi
fi(S

∗)x∗
i

(
f ′
s(S

∗)δx∗
s + f ′

i(S
∗)

γx∗
i

x∗
s

)
+C

(
Bδx∗

i − 1
ηs
fs(S

∗)x∗
i f

′
i(S

∗)
) (9)

with B = D +
x∗
s

ηs
f ′
s(S

∗) +
x∗
i

ηi
f ′
i(S

∗) and C = δx∗
s − γ.

• in case λs = λi, c4 = b1b2 − b3, where b1, b2 and b3 are given by

b1 = B + δx∗
i , b2 = Ds

ηs
x∗
sf

′
s(λs) +

Di

ηi
x∗
i f

′
i(λs) +Bδx∗

i ,

b3 = Di

ηi
x∗
i (γf

′
s(λs) + f ′

i(λs)δx
∗
i ) ,

(10)

with B = D +
x∗
s

ηs
f ′
s(λs) +

x∗
i

ηi
f ′
i(λs).

3 Operating diagrams

The operating diagram describes the asymptotic behavior of system (1) when the
operating parameters, that are the substrate concentration S0 and the dilution
rate D, vary. In model (1), parameters such as specific death rates ϵs and ϵi,
infection rate δ, virus elimination rate γ, growth yield coefficients ηs and ηi,
and growth functions fs and fi, are biological parameters as they are organism-
and substrate-dependent and are measurable through laboratory observations.
In contrast, the parameters S0 and D are called operating parameters since they
are under the control of the experimenter.

In the sequel we assume that the biological parameters are fixed. The goal is
then to identify regions within the operating diagram in the positive (S0, D)-plan
corresponding to distinct asymptotic behaviors.

Hereafter, break-even concentrations λs and λi in (2) are considered as func-
tions of D

λs(D) = f−1
s (D + ϵs), λi(D) = f−1

i (D + ϵi). (11)

We define the threshold λc depending on D

λc(D) = λs(D) + D+ϵs
δDηs

(D + ϵi − fi(λs(D)) + γ) . (12)

When λs = λi, we have D + εi − fi(λs) = 0 and the number (12) becomes

λc(D) = λs(D) + D+ϵs
δDηs

γ. (13)

Note that λs and λc are defined for 0 < D < fs(+∞)− ϵs, while λi is defined
for 0 < D < fi(+∞)− ϵi. Note that λs and λi are increasing functions because
fs and fi are.



3.1 Operating plan separation curves

As shown in [6, Proposition 2] (existence of E0, E1 and E2) and [6, Proposi-
tion 10] (stability of E0 and E1), the Λ1 and Λ2 curves, defined in Table 4 in
Appendix B, separate the positive (S0, D)-plan into several regions where the
system can have different asymptotic behaviour.

The Λ3 curve in Table 4 corresponds to the condition of stability of E2 given
in [6, Proposition 11]. It is defined by equation c4(S

0, D) = 0, where c4(S
0, D)

is given by

c4(S
0, D) =

{
(a1a2 − a3)(S

0, D) in case λs < λi,
(b1b2 − b3)(S

0, D) in case λs = λi,
(14)

where ai, i = 1, 2, 3, are given by (9) and bi, i = 1, 2, 3, are given by (10).
We have the following result.

Proposition 1. The necessary and sufficient conditions of existence and local
stability of equilibria E0, E1 and E2 of (1) are summarized in Table 5, where
λs(D) and λc(D) are defined by (11) and (12), respectively, S∗(S0, D) is a so-
lution of equation (5) and c4(S

0, D) is defined by (14).

Proof. This is a consequence of [6, Proposition 2] (existence of E0, E1 and E2), [6,
Proposition 10] (stability of E0 and E1) and [6, Proposition 11] (stability of E2).

Remark 1. In both cases: (a) λs(D) < λi(D) and F ′(S) > −D for any S ∈
I(D) := (λs(D), λi(D)), and (b) λs(D) = λi(D), the conditions of existence and
stability in Table 5 simplify as shown in Table 6.

3.2 Construction of the Λ3 curve

The Λ1 and Λ2 curves, defined in Table 4, are graphs of functions while the Λ3

curve is defined as the zero set of the c4 function given by (14). We will see
in the next two sections that these curves divide the positive operating plan
into a number of regions where the system has an asymptotic behavior of a
certain type. These regions together with the corresponding tables showing the
asymptotic behaviour in each region are the operating diagram of the system.

Before constructing the operating diagram, our aim is to give a more precise
description of the Λ3 curve.

Case (a) : λs(D) < λi(D) for all D > 0. Let

A4(S,D) = (A1A2 −A3)(S,D), (15)

where A1, A2 and A3 are defined by A1 = B+γ Xi

Xs
, A2 = 1

ηs
fsXsf

′
s+

1
ηi
fiXif

′
i+

δXiC+B γXi

Xs
and A3 = 1

ηi
fiXi

(
f ′
sδXs + f ′

i
γXi

Xs

)
+C

(
BδXi − 1

ηs
fsXif

′
i

)
, with

B = D + Xs

ηs
f ′
s + Xi

ηi
f ′
i and C = δXs − γ. Note that Ai are defined by the

same formulas as ai, see (9), where S∗ is replaced by S and x∗
s and x∗

i are
replaced by Xs(S) and Xi(S), defined by (3). Note also that they depend only



on the operating parameter D and not on the operating parameter S0, unlike
the quantities ai in (14), which also depend on it. Using (6), we can write

ai(S
0, D) = Ai(S

∗(S0, D), D), i = 1, 2, 3, (16)

where S∗(S0, D) is a solution of equation (5). This solution depends also on the
operating parameter D since the G function depends on it.

To simplify the presentation, consider the case where there exists an interval
D such that for D ∈ D there exist SH

1 (D) and SH
2 (D) such that λs(D) <

SH
1 (D) < SH

2 (D) < λi(D) and A4(S,D) < 0 for S ∈ (SH
1 (D), SH

2 (D)), and
positive outside this interval. We also assume that if D /∈ D then A4(S,D) > 0
for any S ∈ I(D) = (λs(D), λi(D)). The more general case where there exist
more than two solutions SH

1 (D) and SH
2 (D), or where D is an union of intervals

can be studied similarly. We have the following result.

Proposition 2. The Λ3 curve is such that

Λ3 = {(D,S0) : S0 = λH
1 (D)} ∪ {(D,S0) : S0 = λH

2 (D)}, (17)

where λH
k (D), k = 1, 2, are defined by

λH
k (D) := G(SH

k (D)) = SH
k + 1

DF
(
SH
k

)
, k = 1, 2. (18)

The numbers λH
k (D) correspond to Hopf bifurcations of a positive equilibrium.

Proof. Using (16), a1a2 − a3 = 0 is equivalent to A1A2 − A3 = 0. The result
follows from the fact that S∗(D,S0) is a solution of the equation S0 = G(S) :=
S + 1

DF (S), see (5).

Case (b) : λs(D) = λi(D) for all D > 0. Recall that E2 exists (and is unique)
if and only if S0 > λc(D) where the threshold λc(D) is given by (13). In this
case the condition of stability of E2 is c4(S0, D) > 0, where c4 is defined by (14),
i.e. c4 = b1b2 − b3, with bi given by (10). Note that b1b2 − b3 is a polynomial of
degree 3 in x∗

i , i.e. b1b2 − b3 = b4(x
∗
i ), where

b4(X) := aX3 + bX2 + cX + d, (19)

with a= δ2

ηi
f ′
i+

δ
η2
i
f ′2
i , b=δ2D+ δγ

ηs
f ′
s+

2δD
ηi

f ′
i+

1
η2
i
fif

′2
i + 2γ

ηsηi
f ′
sf

′
i , c=δD2+ γ

ηs
fsf

′
s+

D
ηi
fif

′
i+

2γD
ηs

f ′
s+

γ
δηsηi

(fs+fi)f
′
if

′
s+

γ2

δη2
s
f ′2
s − γ

ηi
fif

′
s and d= Dγ

δηs
fsf

′
s +

γ2

δ2η2
s
fsf

′2
s .

The coefficients of b4(X) depend only on the operating parameter D, and
not on S0. This operating parameter appears in x∗

i , see (7). We need to study
the positive roots of b4(X). We have the following result.

Lemma 1. Let ∆ = b2c2−4ac3−4b3d−27a2d2+18abcd be the discriminant of
the polynomial b4 given by (19). One and only one of the three following exclusive
cases can occur.

– b4 has no positive root if and only if D ∈ Y0, where Y0 := {D :∆<0 or c≥0} .



– b4 has a positive double root if and only if D ∈ Y1, where
Y1 := { D : ∆ = 0 and c < 0} .

– b4 has two positive distinct roots if and only if D ∈ Y2, where
Y2 := { D : ∆ > 0 and c < 0} .

The proof is given in Appendix C.
From this lemma we can deduce now the sign of c4(S0, D) defined by (14).

Indeed, we have

Proposition 3. • If D ∈ Y0, then E2 is locally asymptotically stable if and only
if S0 > λc(D).

• If D ∈ Y2, then E2 is unstable if λH
1 (D) < S0 < λH

2 (D) and is locally
asymptotically stable if λc(D) < S0 < λH

1 (D) or S0 > λH
2 (D), where XH

1 (D) <
XH

2 (D), the two positive real roots of b4(X), are defined by

λH
k (D) = λc(D) + Di

ηi
XH

k (D), k = 1, 2. (20)

The proof is given in Appendix C.
From this proposition we deduce that in the definition (17) of Λ3 curve,

λH
k (D), k = 1, 2, are given by (20).

3.3 Operating diagram in case λs = λi

Here, we assume that λs(D) = λi(D) for all D > 0. In this case, the positive
equilibrium exists and is unique if and only if S0 > λc(D), where λc(D) is given
by (13). Using Remark 1, the necessary and sufficient conditions of existence
and local stability of the equilibria E0, E1 and E2 of (1) are summarized in
Table 6, where λs(D), λc(D) and c4(S

0, D) are defined by (11), (13) and (14),
respectively. Using Proposition 3, we know that the condition c4(S

0, D) < 0 is
equivalent to λH

1 (D) < S0 < λH
2 (D), where λH

k (D) are defined by (20). Since

λs(D) < λc(D) < λH
1 (D) < λH

2 (D), (21)

the curves Λ1, Λ2 and Λ3 divide the positive (S0, D)-plane in at most the four
regions defined in Table 7 in Appendix B. Since λc(D) > λs(D), for D > 0, the
Λ2 curve is located at the right of Λ1 curve, so that the J1, J2 and J3 regions
always exist (are not empty). However, the J4 region can be empty.

We can now give the asymptotic behaviour of (1) in each region of the oper-
ating diagram.

Proposition 4. The asymptotic behaviours of equilibria of (1) are summarized
in Table 1.

The proof is given in Appendix C.



Table 1. Existence and stability of equilibria in the regions of the operating diagram
in case of uniqueness of the positive equilibrium. The letter S (resp. U) means locally
asymptotically stable (resp. unstable) equilibrium point. Absence of letter means that
the equilibrium does not exist in the corresponding region.

Region E0 E1 E2

J1 S
J2 U S
J3 U U S
J4 U U U

(a) (b)
D

S0 S0

xs

J1 J2 J3

J4

E2

E1

E0

LC

σ1 σ2 σH
1 σH

2

Fig. 1. (a) Operating diagram of (1) for the biological parameter values given in Table
3, line 4. The curves Λ1 (in black), Λ2 (in red) and Λ3 (in blue) separate the operating
plane into four regions J1, J2, J3 and J4. The existence and stability of equilibria are
given in Table 1. (b) Bifurcation diagram corresponding to the line D = 0.5. We have
σ1 ≈ 0.23, σ2 ≈ 0.62, σH

1 ≈ 0.79 and σH
2 ≈ 1.92. An equilibrium or a cycle is drawn in

red when it is locally asymptotically stable and in blue when it is unstable.

The regions of the operating diagram are illustrated in Fig. 1(a) for the
biological parameter values given in Table 3, line 4, in Appendix A. The sufficient
condition of stability αs +αi ≥ δ(ηs − ηi) in [6, Proposition 17, item (2)] is not
satisfied: the region J4 is not empty. E2 can lose its stability through a Hopf
bifurcation, as depicted in Fig. 1(b). In this context, we show the bifurcation
diagram of equilibria as S0 varies and D = 0.5 is fixed. This bifurcation diagram
was discussed in [6, Section 5].

Remark 2. The figures illustrating our results depict system (1) when the growth
functions are linear: fs(S)=αsS and fi(S)=αiS. The biological parameter val-
ues are given in Table 3. These values have no biological meaning. We chose them
only to illustrate our findings and compare them with the results of [31] and [6].

3.4 Operating diagram in case λs < λi

We assume that λs(D) < λi(D) for all D > 0, and consider two cases.
Uniqueness of the positive equilibrium This corresponds to the case where
the equation (8) has no solution in I = (λs, λi) (I depends on D). Then, the
positive equilibrium exists if and only if S0 > λc(D). It is unique if it exists, and
it is locally asymptotically stable if and only if c4(S0, D)> 0, see Table 6. The
curves Λ1, Λ2 and Λ3, defined in Table 4, separate the positive (S0, D)-plane in
at most four regions, given in Table 7.



We can give now the asymptotic behaviour of (1) in each region of the oper-
ating diagram.

Proposition 5. Assume that F ′(S) > −D for any S ∈ I. The asymptotic
behaviours of the equilibria of (1) are summarized in Table 1.

Proof. The proof is the same as the proof of Proposition 4.

The regions of the operating diagram are illustrated in Fig. 2(a) in the case
where the J4 region is empty. Indeed, since ηs > ηi and αs+αi > δ(ηs−ηi) we
deduce from [6, Proposition 17, item (2)] (see also [31, Theorem 3.4]) that the
positive equilibrium E2 is locally asymptotically stable and unique if it exists.
Hence, using Proposition 5 we deduce that the asymptotic behavior of the equi-
libria is as in Table 1, where the regions of the operating diagram are depicted in
Fig. 2(a). In Fig. 2(b) we show the bifurcation diagram of equilibria as S0 varies
and D = 8 is fixed. This bifurcation diagram was discussed in [6, Section 5].

The regions of the operating diagram are illustrated in Fig. 3 for the biological
parameter values given Table 3, line 3. The sufficient condition of stability αs +
αi ≥ δ(ηs−ηi) in [6, Proposition 17, item (2)] is not satisfied, and we can see that
J4 is not empty. Therefore E2 can lose its stability through a Hopf bifurcation,
see [6, Fig. 6] .
Multiplicity of positive equilibria Here the equation (8) has solutions SSN

k in
I = (λs, λi), where k = 1, 2, · · · , is an integer (SSN

k and I depend on D). We
define the following thresholds (depending on D) as relevant to the discussion
of the existence and number of positive equilibria.

λSN
k := G(SSN

k ) = SSN
k + 1

DF
(
SSN
k

)
, k = 1, 2, · · · (22)

The numbers λSN
k correspond to saddle-node bifurcations of the positive equi-

libria.
In this case, the multiplicity of positive equilibria can occur as shown in [6,

Theorem 9]. The stability of a positive equilibrium depends on the signs of
F ′(S∗)+D and c4, see Table 5. Now, the curves ΛSN

k , defined in Table 4, along
which saddle-node bifurcations of positive equilibria occur, must be considered,
see Table 4. It is not possible to give a general result as in Propositions 4 and 5
because the behavior of the system highly depends on the number of solutions
SSN
k (D) of (8) which intervene in the definitions of the curves ΛSN

k , see Table 4.
Let us show how this works for the biological parameter values used in [6,

Figure 1(b)] for which we know that the multiplicity of positive equilibria can
occur. As shown in [6, Appendix B.1], for these parameter values we can see
that a critical value D2 exists such that, if D>D2, the equation (8) has only
one solution SSN

1 (D) in the interval I, and if 0 < D < D2, it has two solutions
SSN
2 (D) < SSN

1 (D) in the interval I, see Fig. 4. Moreover, a critical value
D1 ∈ (0, D2) exists such that

0 < D < D1 =⇒ λc(D) < λSN
1 (D) < λSN

2 (D),
D1 < D < D2 =⇒ λSN

1 (D) < λc(D) < λSN
2 (D),

D = D1 =⇒ λSN
1 (D1) = λc(D1),

D = D2 =⇒ λSN
2 (D2) = λc(D2).

(23)



(a) (b)

J1
J2

J3

S0

D

σ1σ2
0 5 10 15 20 25

0

2

4

6

8

10
S

S0
σ2σ1

E0

E1

E2

Fig. 2. (a) Operating diagram of (1) for parameters in Table 3, line 2. The curves Λ1

(in black) and Λ2 (in red) separate the operating plan into three regions J1, J2 and
J3. The region J4 is empty. Equilibria details are given in Table 1. (b) Bifurcation
diagram on D = 8 line, σ1 ≈ 1.43, σ2 ≈ 3.76. The color is red for stability and blue for
instability.

(a) (b)

S0 S0

D D

J1

J2→

J3

J4

J2

J1←
J3→

J4

Fig. 3. Operating diagram of (1) for the biological parameter values given in Table 3,
line 3. The existence and stability of equilibria are given in Table 1. (a) The curves Λ1

(in black), Λ2 (in red) and Λ3 (in blue) separate the operating plan into four regions J1,
J2, J3, and J4. (b) Magnification of the operating diagram for 0 < D < 0.2, showing
the regions near the S0-axis.

From these properties we deduce that the curves Λ1, Λ2, ΛSN
1 and ΛSN

2

are as shown in Fig. 5. Hence, the ΛSN
1 curve separates the J2 region, located

between Λ1 and Λ2 curves, in two sub-regions J 1
2 and J 2

2 . Similarly, the ΛSN
1

and ΛSN
2 curves separate the J3 region, located at the right of Λ2 curve, in three

sub-regions J 1
3 , J 2

3 and J 3
3 .

We can give now the asymptotic behaviour of the system in each region of
the operating diagram.

Proposition 6. Assume that the biological parameter values are given as in
Fig. 5. In addition to washout equilibrium E0 and the DFE E1, the system can
have three endemic equilibria Ek

2 , k = 1, 2, 3. The asymptotic behaviours of the
equilibria of (1) are summarized in Table 2.

The proof is given in Appendix C.



Table 2. Existence and stability of equilibria in the regions of the operating diagram
in case of multiplicity of positive equilibria. The letters S and U, and the absence of
letter has the same meanings as in Table 1.

Region E0 E1 E1
2 E2

2 E3
2

J1 S
J 1

2 U S
J 2

2 U S U S
J 1

3 U U S
J 2

3 U U S U S
J 3

3 U U S

SSSN
1SSN

2λs

λc

S0

λSN
1

λSN
2

(a)

Γ

SSSN
2 SSN

1λs

λSN
1

λc

λSN
2

S0 (b)

Γ

(c)

SSN
1λs

λc

λSN
1

S

S0

Γ

Fig. 4. The curve Γ as the graph of the function S0 = G(S) for the biological param-
eter values given in Table 3, line 5, for which D1 ≈ 0.05993 and D2 ≈ 1.42359. (a) The
case D = 0.04 < D1, for which λc < λSN

1 < λSN
2 . (b) The case D = 0.8 ∈ (D1, D2),

for which λSN
1 < λc < λSN

2 . (c) The case D = 1.7 > D2, for which λSN
1 < λc and λSN

2

does not exist.
(a) (b)

S0 S0

D D
J1

↙

J 2
2

J 1
2 ↘

J 3
3

J 1
3

J 2
3

J 1
2

J1←
J 2

2

J 1
3

J 2
3

J 3
3

Fig. 5. Operating diagram of (1) for the biological parameter values used in Fig. 4. The
existence and stability of equilibria are given in Table 2. (a) The curves Λ1 (in black)
and Λ2 (in red) and the curves ΛSN

1 and ΛSN
2 (in green) separate the operating plan

into six regions J1, J 1
2 , J 2

2 , J 1
3 , J 2

3 and J 3
3 . The region J4 is empty. (b) Magnification

of the operating diagram for 0 < D < 0.2, showing the regions near the S0-axis.

Remark 3. The system presents a bistability phenomenon. In J 2
2 region, the

DFE E1 and the endemic equilibrium E3
3 are both locally asymptotically stable.

In J 2
3 region, the endemic equilibria E1

3 and E3
3 are both locally asymptotically

stable.



4 Conclusion

In this study, we examined the dynamics of an SIS (Susceptible- Infected- Sus-
ceptible) model with general growth functions, within a controlled environment,
that is a chemostat. By introducing the operating diagram, which is a bifur-
cation diagram with respect to the control parameters, as a valuable tool for
visualizing and predicting the behavior of the system, our analysis highlighted
the importance of the two key parameters as control parameters: the dilution
rate of the chemostat, D, and the input concentration of the nutrient, S0. By
analyzing this diagram, one can observe different zones of behavior based on
varying combinations of D and S0. This allows to predict the model’s outcome
and identify potential control strategies.

A Parameters used in numerical simulations

All the values of the parameters used in the numerical simulations are provided
in Table 3 below.

Table 3. Biological parameter values used in the figures for the system (1) with linear
growth functions fs(S) = αsS and fi(S) = αiS.

Figure ϵs ϵi ηs ηi αs αi δ γ

2 2 12 10 5 7 5 0.7 0.2
3 2 192 55 0.5 7 6.5 2 0.01
1 0.2 0.2 10 0.01 3.0 3.0 2 5.5

4, 5 0.01 0.81 0.01 1 0.5 0.4 1 0.02

B Auxiliary tables

Table 4. The curves Λ1, Λ2, ΛSN
k , k = 1, 2, · · · and Λ3 of the operating diagram.

λs, λc, λSN
k and c4(S

0, D) are defined by (11), (12), (22) and (14), respectively. The
color column shows the corresponding colors of the curves in Figs. 1, 2(a), 3 and 5.
Transcritical (TC) bifurcations of E0 and E1 occur on Λ1. TC bifurcations of E1 and
E2 occur on Λ2. Saddle-node bifurcations (SN) of positive equilibria occur on ΛSN

k and
Hopf bifurcation of a positive equilibrium can occur on Λ3.

Curve Color Bifurcation
Λ1 := {(D,S0) : S0 = λs(D)} Black TC (E0, E1)
Λ2 := {(D,S0) : S0 = λc(D)} Red TC (E1, E2)
ΛSN

k := {(D,S0) : S0 = λSN
k (D)}, k = 1, 2, · · · Green SN (Ei

2, E
j
2)

Λ3 := {(D,S0) : c4(S
0, D) = 0} Blue Hopf (E2)



Table 5. Existence and local asymptotic stability of equilibria of (1) in case λs < λi.
Here, λs, λc and c4 are defined as in Table 4 and S∗ is a solution of equation (5).
Multiplicity of positive equilibria can occur.

Equilibrium Existence Stability
E0 Always exists S0 < λs(D)
E1 S0 > λs(D) S0 < λc(D)
E2 See [6, Theorem 9] F ′(S∗(S0, D)) > −D and c4(S

0, D) > 0

Table 6. Existence and local asymptotic stability of equilibria of (1) in both cases: (a)
λs < λi, when equation (8) has no solution in I, and (b) λs = λi. The numbers λs, λc

and c4 are defined as in Table 4. The positive equilibrium E2 is unique if it exists.

Equilibrium Existence Stability
E0 Always exists S0 < λs(D)
E1 S0 > λs(D) S0 < λc(D)
E2 S0 > λc(D) c4(S

0, D) > 0

Table 7. The regions of the operating diagram.

Region
J1 :=

{
(S0, D) : S0 < λs(D)

}
J2 :=

{
(S0, D) : λs(D) < S0 < λc(D)

}
J3 :=

{
(S0, D) : S0 > λc(D) and c4(S

0, D) > 0
}

=
{
(S0, D) : λc(D) < S0 < λH

1 (D) or S0 > λH
2 (D)

}
J4 :=

{
(S0, D) : S0 > λc(D) and c4(S

0, D) < 0
}

=
{
(S0, D) : λH

1 (D) < S0 < λH
2 (D)

}

C Proofs

Proof of Lemma 1

Since a > 0 and d > 0, the polynomial b4 has at least one negative real root.
If ∆ < 0, b4(X) has no other real root, so that it has no positive root. Since
b > 0, if c ≥ 0 the polynomial b4 has no positive real root, because b4(X) > 0
for any X ≥ 0. Assume that c < 0. Since there are two changes of signs in the
sequence of polynomial coefficients, the Descartes’ rule of signs, asserts that the
number of positive roots is 0 or 2. Since bc < ad, the Routh-Hurwitz condition
is violated, so that the roots cannot be all of negative real part. Therefore, the
polynomial has two positive real roots if, in addition, ∆ ≥ 0.

Proof of Proposition 3

• If D ∈ Y0 then, according to Lemma 1, b4 has no positive real root, so that,
it is always positive and E2 is locally asymptotically stable whenever it exists,
i.e. if S0 > λc(D). • If D ∈ Y2, then, according to Lemma 1, b4 has two positive
real roots XH

1 (D) < XH
2 (D). Hence c4, defined by (14), is negative if XH

1 (D) <
x∗
i < XH

2 (D) and positive if x∗
i < XH

1 (D) or x∗
i > XH

2 (D). Therefore using the



definition (7) of x∗
i , we deduce that c4 is negative if λH

1 (D) < S0 < λH
2 (D) and

positive if λc(D) < S0 < λH
1 (D) or S0 > λH

2 (D), where λH
1 (D) and λH

2 (D) are
defined by (20).

Proof of Proposition 4

According to Table 6, E0 always exists and is locally asymptotically stable in
the region to the left of curve Λ1, which is region J1. In this region the equilibria
E1 and E2 do not exist. On the other hand, E1 exists in the regions to the
right of curve Λ1, that is to say in the regions J2, J3 and J4, and is locally
asymptotically stable only in the region to the left of curve Λ2, which is region
J2. The positive equilibrium E2 exists in the regions located at the right of curve
Λ2, that is to say regions J3 and J4 and is locally asymptotically stable in J3

and unstable in J4.

Proof of Proposition 6

According to Table 5, E0 always exists and is locally asymptotically stable in
the region to the left of the Λ1 curve, which is region J1. In this region no other
equilibrium exists. On the other hand, E1 exists in the regions to the right of
the Λ1 curve, that is to say in the regions J k

2 , k = 1, 2, and the regions J k
3 ,

k = 1, 2, 3, and is locally asymptotically stable only in the regions to the left of
the Λ2 curve, which correspond to the regions J k

2 , k = 1, 2.
The existence of positive equilibria is linked to the solutions of the equa-

tion (5). As shown in Fig. 1(b) in [6] and Fig. 4, we can have at most three
positive equilibria, E1

2 , E2
2 and E3

2 , associated to the solutions S∗
1 , S∗

2 and S∗
3 of

the equation (5), respectively. Here E2
2 corresponds to the intersection with the

decreasing branch of the Γ curve, which is the graph of the function S0 = G(S)
in the (S, S0)-plan, while E1

2 and E3
2 correspond to the intersections with the in-

creasing branches of Γ , the first with the left branch and the second with the right
branch. Note that if it exists, E2

2 is unstable, because the condition F ′(S∗
2 ) < −D

holds. On the contrary, if they exist, E1
2 and E3

2 are locally asymptotically stable,
since the stability conditions F ′(S∗

1 ) > −D and F ′(S∗
3 ) > −D are satisfied. More-

over, as shown in item (3) of Proposition 17 in [6] (see also [31, Theorem 3.4]),
since ηi > ηs in Table 3, line 5 (corresponding to the biological parameter val-
ues used in Fig. 5), we have c4 > 0. We deduce that E1

2 and E3
2 are locally

asymptotically stable if they exist.
In the J 1

2 region, we have λs(D) < S0 < min
(
λSN
1 (D), λc(D)

)
, so there

is no positive equilibrium point. In the J 2
2 region, we have λSN

1 (D) < S0 <
λc(D), so that two positive equilibria E2

2 and E3
2 exist. The first is unsta-

ble and the second is locally asymptotically stable. In the J 2
3 region, we have

max
(
λSN
1 (D), λc(D)

)
< S0 < λSN

2 (D), so that three positive equilibria E1
2 , E2

2

and E3
2 exist. The first and third are locally asymptotically stable and the second

is unstable. The proofs for J 1
3 and J 3

3 regions are similar and left to the reader.
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