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Abstract— Phishing website attacks are a significant global 

threat, targeting people who rely on websites and shared 

links for their studies, work, or daily activities to steal 

personal information. Traditional detection models are often 

insufficient due to the evolving sophistication of phishing 

attacks. This paper presents an evaluation of three machine 

learning models for detecting phishing attempts through URLs 

or websites. It leverages both URL structure and web-based 

features, using a publicly available dataset with 11,430 samples 

and 87 attributes. Here, we evaluated the effectiveness of 

three models: Random Forest, Support Vector Machines (SVM) 

and XGBoost. These models analyze phishing indicators 

across three categories: URL structure, webpage content, and 

external services, ensuring comprehensive representation. The 

findings demonstrate that the Random Forest model is the 

most effective, achieving an accuracy of approximately 97%, 

followed closely by SVM, while the XGBoost model achieves 

an accuracy of 95%. This research describes how URL and 

web features work well to identify phishing websites and 

demonstrates how machine learning could improve anti- 

phishing solutions. These outcomes provide the basis for 

further studies in the detection methods occurring in real 

time and adding more feature sets in order to enhance anti- 

phishing efforts. 

Index Terms— Phishing website detection, Machine 

Learning, URL features, Random Forest, XGBoost, Cyber- 

security, Automated Detection, Feature Engineering. 

I. INTRODUCTION 

Today, it’s quite impossible to imagine the post-souvenir 

world without the Internet connecting people, businesses, 

and organizations for global communication, business 

transactions, and the exchange of information. However, 

the broad usage of online technologies and services made 

the latter a promising area for threats, among which 

phishing attacks are the most typical, accounting for 

approximately 31% of such incidents. These attacks mirror 

authentic sites for the same purpose of securing the 

confidence of users and getting from them sensitive 

information like passwords or other financial details- 

causing massive individual, corporate, and public losses. 

Conventional approaches to countering phishing, such 

as black-and-white-listing and rule-based techniques 

have been seen to be inadequate due to the dynamic 

nature of such threats. Blacklisting is unable to distinguish 

newly generated phishing URLs and pages, while on the 

other hand, rule-based systems get easily defeated with 

the use of advanced techniques, such as by attackers. 

This inadequacy has made it necessary to look for quick, 

scalable, and automated techniques that can work well 

within the network to detect phishing websites. 

Surprisingly, machine learning has shown great poten- 

tial in tackling phishing, as URL and web content features 

can help identify such activities. Breaking down URLs 

into structural and lexical components—like their length, 

domain details, suspicious keywords, and special charac- 

ters—has proven that URL analysis is a lightweight yet 

effective detection method. Unlike traditional approaches, 

which often require detailed page-level analysis, URL- 

based methods are faster, less computationally demand- 

ing, and independent of external web content. 

This study evaluates the performance of three machine 

learning algorithms—Random Forest, Support Vector Ma- 

chines (SVM), and XGBoost—for phishing detection. The 

proposed features are convenient and do not overload 

the system because the types of URLs are clearly defined 

and the main web features are used in the analysis. 

Based on the exploratory dataset of 11,430 samples with 

87 attributes that can be made publicly available, this 

research looks into the applicability of the field of machine 

learning to improve anti-phishing measures The outcome 

of this study shows the efficacy of these models for 

identifying the phishing sites and the utility of URL- 

based identification techniques. That is why this work 

is intended to make a small but valuable contribution 

to the field of cybersecurity and enhance approaches to 

combating the new generation of phishing as a potentially 

widespread danger to online security. 

II. RELATED WORKS 

A. Traditional Phishing Detection Methods 

Historically, phishing detection has been primarily 

based on blacklists, whitelists and rules-based methods. 

Blacklisting is based on storing a database of known 

phishing URLs to prevent a user from requesting a 

malicious site. Although this method offers an excellent 

level of defense against known threats, it has serious 

deficiencies in identifying newly created phishing URLs, 

which are often spawned in a matter of hours and are 

usually only lifespans of a few weeks. Studies indicate that 

many phishing campaigns take place in period less than 

two hours, during which blacklists may not be 
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updated  in time, and users are exposed to attack 

[2]. 
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Blacklist is also a manual intervention-based process 

and very time- consuming where there is a high chance 

of human error. However, this approach is reliant on 

delayed updates and careless verification, hence 

blacklisting is not sufficient especially where dynamic 

and complex phishing attacks are involved. However, 

rule-based systems employ predefined rules or heuristics 

solely for filtering out the websites or URL as either 

phishing or genuine. Beyond the fact that these systems 

are somewhat automated, they are also upended by 

advanced attacks that might use domain substitution, 

typo squatting or URL masking techniques. For 

example, Moghimi and Varjani (2016) introduced a new 

rule-based phishing detection algorithm based on the 

identity retrieval features of webpage. Although they all 

achieve high detection accuracy against zero-day phishing 

attacks, their approach relies heavily on content similarity 

against a web page, with the underlying assumption that 

attackers will not redeploy phishing web pages but instead 

will copy such legitimate pages. This assumption leads to 

these models being vulnerable when adversaries adopt 

techniques to redesign phishing pages with minor ad- 

adjustments, thus weakening the effectiveness of rule- 

based methods. Please note that both blacklisting and 

rule- based approaches are not bounded. Plan Z solution; 

These limitations include blacklisting, only up-to-date 

with new phishing sites as early as day one, and rule- 

based systems that can’t respond quickly enough to the 

advanced and evolving tactics of attackers. The above 

limitations highlight the need for more intelligent and 

adaptive phishing detection systems that can 

dynamically adjust to new and advanced attack vectors. 

The literature review also discusses other techniques 

introduced in [10-19] that study phishing and intrusion 

attacks in the hyperphysical and cloud computing 

techniques. In [20-54] authors studied the prediction of 

intrusion and phishing attacks in different domains 

including 5G networks, trust management, SCADA 

systems. 

B. Machine Learning in Phishing Detection 

The emergence of machine learning has introduced 

significant advancements in phishing detection. Using 

their ability to find structures in data, the researchers 

trained automated solutions that improve over traditional 

solutions. Step-3 Selecting the classifier Recently, Random 

Forest classifiers have been used widely due to their 

robustness and high accuracy. SVM is quite suitable for 

processing high dimensional data and XGBoost is popular 

today due to its scalability for large data applications. 

Some of the known algorithms have been presented, 

illustrating how URL-based detection of phishing activities 

can be done by machine learning algorithms. For example, 

the study reported an accuracy of 97.36% when classifying 

websites with a Random Forest classifier based on a num- 

ber of ever features of the web pages [3]. Another study 

used the XGBoost model and achieved 97.27% accuracy 

for detecting phishing websites [4]. Nevertheless, there are 

still challenges to tackle, such as addressing the imbalance 

in datasets and guaranteeing scalability for real-world 

applications. Indeed, in addition to this, the complexity of 

a selection of the models from a computational stand- point 

(with computational time and cost) and limited 

interpretability creates added obstacles to their transition to 

suitable operational environments. Contrary to most studies 

that analyze specific algorithm performance, this work 

intends to carry out a general comparison among three 

commonly used algorithms: Random Forest, Support Vector 

Machines (SVM), and XGBoost as a dedicated model. To 

compare suitability of these algorithms for fabrication 

detection, we will assess the performance of these algorithms 

according to accuracy, precision rate, recall rate and 

computational complexity. Furthermore, this study aims to 

address the issues with the previous research through the use 

of a more complex dataset that will offer better generalization 

while considering ways to address class imbalance. 

C. Feature Engineering for URLs 

The success of phishing detection is largely dependent 

upon the choice of informative features. URL-based: These 

approaches rely on the lexical and structural elements of 

URLs including but not limited to length, domain age, 

presence of suspicious keywords and special character 

inclusion. Research has shown that these features can 

distinguish well between phishing URLs and legitimate 

ones, without looking at external web content. 

For instance, Goud and Mathur (2023) [5] showed 

that the inclusion of subdomains, domains, paths with 

Recursive feature Elimination increased classification per- 

formance. In this paper, they emphasized most of the 

URL features are noisy or irrelevant and extracting optimal 

feature is crucial to improve phishing detection. They 

deployed ensemble models (like XGBoost) for feature 

selection, and were able to achieve 93% accuracy on 

core features. Yet the strategies used in their work faced 

difficulties in computational efficiency, particularly on 

high-dimensional datasets. This problem might hinder its 

application to resource-poor environments. 

D. Challenges in Current Approaches 

Although there have been remarkable achievements in 

the development of phishing detection, there are several 

challenges that exist while using currently available ma- 

chine learning techniques. 

Evasion Tactics by Attackers: Mine and other phishers’ 

intents are changing constantly to avoid being caught 

by detection systems. Muthalagu et al. [6] shown how 

adaptive evasion attacks could bypass potent defenses and 

further supported the proposed lifecycle-based defense 

plan. Any service that can be accessed and linked to a 

domain or URL is often abused by attackers in order to 

hide the intended phishing URLs, put the actual phishing 

content within JavaScript code, or load the actual phishing 

content only after user interaction. These methodologies 

pose adversarial challenges to the core conventional ma- 

chine learning style of approaches, which can make the 

need for reliable and versatile detection measures that 

may effectively address such strategies. 

Dataset Limitations and Class Imbalance: A lot of 

researchs, datasets that cannot adequately illustrate the 
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variety of real-world phishing messages. Which can lead 

to models skewed towards the majority class and lack of 

detection capability for phishing due to class imbalance in 

the dataset, as legitimate instances outnumber phishing 

instances by a large margin. 

Adversarial Attacks: Machine learning models desig- 

nated for identifying phishing attacks are susceptible to 

adversarial attacks, where slight alterations to phishing 

webpages allow them to escape detection. Studies have 

demonstrated that existing models can be easily misled 

by adversarial phishing webpages, which calls for a more 

effective detection solution. [7] 

Concept Drift and Aging: In Asif Ejaz’s papers, they 

demonstrated, dDue to the ever-evolving nature of phish- 

ing tactics, concept drift implies that the statistical proper- 

ties of phishing data evolve over time. Traditional models 

can become suboptimal with time, requiring them to be 

updated often and retrained.[8] 

Feature Extraction and Model Interpretability: Feature 

Extraction and Model Interpretability The intricate nature 

of phishing detection models, particularly when employ- 

ing deep learning techniques, poses challenges concerning 

feature extraction and interpretability. Knowing which 

features are relevant to detection decisions can enhance 

model transparency and trustworthiness. [9] 

 

III. DATASET DESCRIPTION 

The dataset used in this study is the Web Page Phishing 

Detection Dataset, a publicly available source obtained 

from kaggle websited. This feature set is aimed to be used 

for assessment of performance of the machine learning 

models regarding the problem of the detection of phishing 

web-sites and equipped with the wide set of features that 

is closely connected with the problem of the recognition 

of the phishing sites. 

1. Dataset Context The ability of performing phishing 

attacks remains one of the most common and effective in 

terms of result considering the current trend of relying on 

the Internet for various purchases and other operations. 

This dataset has been developed to assist in the creation 

of different automatic methods that will quickly detect 

phishing URLs from normal ones. 

2. Dataset Composition The extracted dataset consists 

of 11,430 samples, half of each originating from phishing 

URLs and the other from legitimate ones, so training and 

testing are equally distributed. A detailed breakdown is as 

follows: 

• Phishing URLs: 5,715 (50%). 

• Legitimate URLs: 5,715 (50%). 

• Extracted Features: 87 features distributed into three 

clusters: 

• URL-based features (56): URL characteristics that are 

extracted from the structure and syntax of the URLs 

including the use of special characters, the overall 

length of the URL and the number of subdomain 

parts of the URL. 

• Content-based features (24): HTML content of 

the webpages where attributes including embedded 

forms, suspicious scripts and tags are extracted. 

• External service features (7): Information received 

while using externals services such as age of the 

domain, the details from the WHOIS record or DNS 

records. 

3. Dataset Preparation 

• Preprocessing: Before getting into the analysis of the 

data, some enhancements were made on the dataset 

to minimize incidences of poor quality data entering 

into the analysis phase. 

• Balancing: The data base scenario is evenly split 

between the phishing and legitimate URLs hence, 

eliminating bias and increasing the applicability of 

the models trained. 

4. Splitting Strategy: Training Set: 70% (8,001 samples). 

Validation Set: 15% (1,715 samples). Testing Set: 15% 

(1,715 samples). 

5. Challenges and Limitations Despite its utility, the 

dataset presents certain challenges: 

• Feature dependency: Some features depend on exter- 

nal services, some may involve performing WHOIS 

inquiries, which may slow down inference and create 

dependency. 

• Dynamic phishing tactics: It is possible that static 

features may become less useful over time because 

the attackers are likely to change their tactics in 

phishing as is illustrated in the following. 

6. Source and Acknowledgement The dataset is pro- 

vided by: 

Dataset Providers: Hannousse, Abdelhakim; Yahiouche, 

Salima (2021) 

IV. METHODOLOGY 

In this section, the procedure used in the creation 

and testing of the phishing website detection models 

are presented in a chronological manner. Each of the 

experiments and all the implementations reported in this 

paper have been performed in Google Colab which is 

a cloud-based platform for running and sharing Python 

code and is particularly well-suited for machine learning 

applications. It has been selected for use in this platform 

because it is available and allows for the use of GPU for 

computation. 

6.1 Data Cleaning and Preprocessing : The data set for 

this study was downloaded from Kaggle and comprised of 

11,430 URLs featuring 87 attributes extracted from them. 

The features fall into three categories: 

• Syntax and structure-based features of the URL (i.e., 

presence of HTTPS, number of subdomains, etc.). 

• Time based features (based on time, e.g. from time 

to time) 

• External service querying features (e.g., WHOIS 

queries). 

The preprocessing steps included: 
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Train-Test Split: For evaluation, the dataset was split 

into training and testing fractions in a ratio of 7:3, respec- 

tively. 

Handling Missing Values: In case of presence of 

missing values, these were treated by mean imputation 

for quantitative variables or mode imputation for the 

qualitative variables. Scaling: In feature scaling, Min-Max 

normalization was done in an attempt to make sure that 

all the features in the data set are on approximately the 

same scale. 

6.2 Feature Selection The time series characteristic of 

the improvements was analyzed to focus on the most 

significant features impacting the phishing detection. Met- 

ric like HTTPS presence, number of subdomains, and 

URL length were favored for analysis because of the high 

association to phishing activities. These features were 

chosen according to the domain knowledge and their 

statistical significance level. 

6.3 Machine Learning Pipeline The following pipeline 

was constructed to develop the phishing detection mod- 

els: 

Model Selection: 

Random Forest: Selected for its hardness, highly dimen- 

sional data compatibility and simplicity of interpretation. 

XGBoost: Chosen for its varieties, which include high 

efficiency, great scalable and effectiveness in classifying 

problems. 

Support Vector Machine (SVM): Used for it can work 

with LINSE data since the kernel functions make it do so. 

Hyperparameter Tuning: The validation of model pa- 

rameters was done using Grid Search CV. 

SVM: Kernel type and the value of regularization pa- 

rameter C. 

6.4 Training and Validation To be specific, all of these 

models were trained in the training set. K-fold cross vali- 

dation was used with k=5, so that independent validation 

of the fit is possible and overfitting is avoided. This 

technique affirmed the reliability of model performance 

on different subsets of data. 

6.5 Evaluation Metrics The trained models were eval- 

uated using the following metrics: 

Accuracy: Estimates the rate of the sample at which 

elements have been classified according to the right class. 

Precision: Evaluates the effectiveness of the class in mak- 

ing the required phony phishing predictions. 

Recall: Assesses the possibility of detecting and recog- 

nizing all phishing websites using the model developed 

by the author of the paper. 

F1-Score: Outputs a measure of precision and recall, 

which are averaged, hence a harmonic mean. 

ROC-AUC: Provides a single measure of the perfor- 

mance that captures the balance between true positive 

rate and false positive rate. 

6.6 Model implement environment 

Google colab was used to implement the whole ma- 

chine learning pipeline starting from data processing to 

feature analysis to model fitting and evaluation. Because 

of its ease of use, scalability and its integration with 

Python libraries like NumPy, pandas, scikit-learn and 

XGBoost, we chose to use the platform. 

Main benefits using Google Colab: 

1) It is free to access GPU and TPU for better compu- 

tational power. 

2) Train on data up to October 2023. 

3) It is integrated directly with Google Drive so that you 

can store all your data and retrieve it easily. 

Python 3 was used together with the following essential 

libraries to run the code: 

NumPy: For performing numerical computations. 

pandas: For manipulations and preprocessing of data. 

scikit-learn: For machine learning model implementa- 

tion and evaluation. 

XGBoost: For advanced boosting methods 

pickle: To save and load the trained model. 

V. RESULT AND EVALUATION 

In this section, we evaluate the performance of the 

machine learning models used for phishing website detec- 

tion: Support vector machines (SVM), Random Forest and 

XG Boost. The models were evaluated for URL/website 

categorization accuracy, that is, whether they were legiti- 

mate or a phishing site. Using accuracy, precision, recall, 

F1 score, and ROC AUC as measures, the efficiency of both 

methods was compared. 

A. Model Performance The dataset, comprising 11,430 

samples and 87 features, was split 70-30 for training 

and testing. The models were trained on features derived 

from URL structure, webpage content, and external service 

queries. 

Random Forest: 

Accuracy: 97 

Jaccard Index: 0.9329 

F1 Score: 0.9653 

Log Loss: 1.2298 

Confusion Matrix: False positives (34), False negatives 

(44). Observation: Random Forest demonstrated balanced 

performance across metrics with excellent generalization, 

making it the most robust model for phishing detection. 

Support Vector Machines (SVM): 

Accuracy: 97 

Jaccard Index: 0.9322 

F1 Score: 0.9649 

Log Loss: 1.2456 

Confusion Matrix: False positives (36), False negatives 

(43). 

Observation: SVM matched Random Forest in accuracy 

but had slightly higher log loss and training time, which 

may limit its scalability in real-time applications. 

XGBoost: 

Accuracy: 95 

Jaccard Index: 0.8983 

F1 Score: 0.9464 

Log Loss: 1.9236 
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Fig. 1.  Confusion Matrix for Random Forest Model 

 

 

 

Confusion Matrix: False positives (71), False negatives 

(51). 

Observation: XGBoost performed slightly worse than 

the other models but remains reliable in resource- 

constrained environments due to its computational effi- 

ciency. 

 
Model Accuracy Precision Recall F1-Score ROC-AUC 

Random Forest 97% 0.96 0.97 0.96 0.98 

SVM 96% 0.95 0.96 0.95 0.97 

XGBoost 95% 0.94 0.95 0.94 0.96 

TABLE I 

COMPARATIVE ANALYSIS OF MODEL PERFORMANCE FOR PHISHING 

DETECTION. 

 

 

 

Confusion Matrix Analysis: 

• Random Forest had the lowest false positives (34) and 

false negatives (44). 

• SVM had similar results but slightly more false nega- 

tives. 

• XGBoost produced the highest error rates but this 

algorithm can still be used on systems with limited 

resources. 

Models’ Accuracy 

VI. DISSCUSSION 

A. Interpretation of Results 

The accuracy reported from the experiment was highest 

for Random Forest followed by second best SVM and 

third was XGBoost with 97% accuracy score out of 1 

which indicates that the test set errors of the Random 

Forest model were the smallest, furthermore the hallmark 

test performance measure F1score,MetrJB(JaccardIndex) 

 

 

 

Fig. 2.  Confusion Matrix for SVM Model 

 

 

 

as well as Log Loss were showed the best value for 

Random forest respectively. The superior performance of 

Random Forest can be attributed to the following factors: 

Feature Importance: As it was mentioned before Ran- 

dom Forest is rather effective if working with large number 

of features and does not require to select them manually 

selecting the best features for a tree. 

Robustness to Overfitting: Therefore, based on the 

applied ensemble learning, Random Forest is less sensitive 

to overfitting against to XGBoost and SVM especially due 

to the variety of features in the applied dataset. 

Scalability: If the Random Forest is trained on one set 

of data then it performs almost equally well on every split 

of data that has been used for testing. 

When comparing to SVM their performance was slightly 

lower, the F1-score and the Jaccard Index were lower as 

well; that in turn might hint on SVM being less balanced 

when dealing with imbalanced classes or minor features 

interactions. Nonetheless, the test results show that XG- 

Boost was slightly outperformed although it was highly 

efficient with high false positive and false negative rates 

due to hypersensitivity to hyperparameters tuning. 

B. Practical Implications 

The results have significant practical implications for 

phishing website detection: 

Low False Positives: Another advantage of the Random 

Forest technique is low FPR sufficient to practically elim- 

inate incorrect identification of the legitimate websites as 

phishing, which helps to minimize interferences for the 

real consumers. 

Low False Negatives: The strengths of the model in this 

area resting with the ability to completely eliminate false 
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Fig. 3.  Confusion Matrix for XgBoost 

 

 

 

Fig. 4.  Models’ accuracy prediction 

 

 

negatives, which waivers the chances of phishing sites 

slipping through the cracks and leading to further 

security compromises. 

Real-Time Applicability: The relatively low 

runtime for Random Forest and the high accuracy and 

balanced metrics indicate that it is also suitable for using 

in real- time phishing detection system in which 

reliability and efficiency of the algorithms plays 

significant role. 

C. Limitations 

Despite the promising results, the research is subject 

to the following limitations: 

Dataset Bias: 

The dataset may not capture all the diversity there is in 

the real world such as new emerging attack forms 

such as the phishing attacks, or differences by regions. 

The weakness of this approach is that using a set of 

features that does not change over time may not be 

effective when applied to new threats. Feature 

Limitations: 

The study utilised 87 features some of which are not ideal 

in capturing complete behaviour of phishing web- sites. One 

might increase its stability by including more characteristics 

like, for instance, the actual user behavior or domain 

registration history. 

Generalizability: 

However, Random Forest achieved high accuracy on the 

test set, and its ability to function effectively on unseen test 

data coming from real scenarios has not been empirically 

tested for scalability and efficiency across different domains. 

Computational Efficiency: 

C. Future Scopes: 

This study aimed to compare several machine learning 

algorithm performance about the accuracy of phishing 

detection. The performance of Random Forest was better 

than the regression models with regards to accuracy and 

efficiency, making it logical that the next step would 

be experiment with deep learning techniques. With the 

technology of deep neural networks that are used to make 

more accurate classifications based on the learning cycles, it 

is estimated that accuracy rate will increase even more, 

whereas more complex data patterns will be satisfacto- 

rily concluded with higher generalization. Other intended 

works include experimentation with different architectures 

such as CNNs, RNNs, and hybrid architectures to improve 

prediction accuracy while balancing for optimal model 

robustness and scalability. 

VII. CONCLUSIONS 

This is a pictorial comparison of three machine learning 

models (R Forest, SVM, XGBoost) for phishing website 

detection. Random Forest, in particular, showed the best 

performance across the board, with the highest accuracy, 

precision, recall, and F1-score, thus being the most reli- able 

model for phishing detection in this dataset. Although SVM 

and XGBoost had good performance, they achieved slightly 

lower accuracy and higher error rates. The key takeaway 

from this post is that every model has its own strengths and 

weaknesses, and it is crucial to choose the right one for 

your application based on the trade- offs between speed 

and accuracy. In this chapter, deep learning methods will be 

presented to improve detection accuracy on more complex 

patterns encountered in the detection of phishing to 

achieve superior performance and better scalability and real 

time applications. 
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